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Abstract

The Karlsruhe Tritium Neutrino experiment (KATRIN) aims to measure the e�ective mass
of the electron anti neutrino in a model-independent way by precise determination of the
electron kinematics from tritium β decays. This task will be achieved by a windowless
gaseous tritium source of high luminosity paired with a high resolution MAC-E �lter
spectrometer system. To achieve the sensitivity of 0.2 eV/c2 on the e�ective neutrino
mass, knowledge of statistical and systematic uncertainties as well as the veri�cation of
background processes is essential. The sensitivity of the KATRIN experiment is currently
limited by an higher than anticipated background, therefore, an understanding of the
remaining background processes is of high relevance.

Previous measurements revealed features of the remaining background processes, whose
characteristics are not consistent with previously observed ones. Based on the small
dependence on the inner electrode potential, and the independence on pressure and
magnetic �eld, a novel background model had to be developed.

The KATRIN main spectrometer was exposed to ambient air for several years during
the installation of the inner wire electrode system. During this time, the inner surface of
the spectrometer was contaminated by daughter isotopes of the naturally occurring 222Rn
isotope. Of particular interest is 210Pb which has a half-life of about 22 years. The activity
of 210Pb is estimated to be on the order of 1 kBq and its decay in the main spectrometer
vessel wall causes the sputtering of atoms by the generated recoil ion 206Pb2+, propagating
through the material. The background events from the inner main spectrometer surface
are correlated with the background events within the entire volume. To give rise to this
correlation, a neutral messenger must be formed, which can pass unhindered by the
inner electrodes into the spectrometer volume and release electrons via homogeneously
distributed ionisation.

These messenger particles are assumed to be Rydberg atoms, highly excited atoms
with long lifetimes, which are ionised by black body radiation (BBR) or collisions with
residual gas atoms. The Rydberg background model combines the implications of intrinsic
radioactivity by 210Pb with the sputtering of atoms in Rydberg states as the assumed main
background contribution.

This thesis focuses on the theoretical description of sputtering by ions from the main
spectrometer vessel wall and di�erent ionisation mechanisms of Rydberg atoms. The
consideration of the surface treatment leads to a model of the chemical composition of
the main spectrometer steel and its passivation layer. Completed by sputtering simulation
with the SRIM code, which allows derivation of the characteristics of the sputtered atoms
such as their kinematics, conclusions for the Rydberg background model are also drawn.
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Indirect measurements of the initial energy spectrum of background electrons in the
volume of the spectrometer showed higher than expected energies on the order of several
eV. BBR-induced ionisation of highly excited atoms is not su�cient as a production
mechanism, since electron energies of up to only 0.2 eV are possible. Therefore, other,
more unusual, ionisation mechanisms of these excited atoms are considered in this thesis.
For this purpose, Penning ionisation, ionisation by electric and magnetic �elds, as well as
autoionization are investigated. It was discovered that in fact no ionisation mechanism
is appropriate, except for the less likely con�guration of planetary atoms. These doubly
highly excited atoms might be long-living if their outer electrons are in a non-resonant-
interacting ensemble. Due to radiative transitions the electrons can reach a resonant state
and the atom or molecule dissociates with electron emission.

In order to further examine the Rydberg background model, measurements with a radioac-
tive 223Ra source were performed. Rydberg-induced background has to be investigated
directly at the radium source and also from the deliberate contamination of the inner
spectrometer surface by short-living isotopes from the 223Ra decay chain. However, radon
emanation from the radium source was much higher than anticipated. Therefore, the
Rydberg background could only be studied after closing the valve to the radium source
by observing the natural decay of the induced radioactivity inside the main spectrometer.
The measurement time was limited because the longest half-life of any daughter isotope
is about 36 minutes. Nevertheless, the activation saturation of surface contamination by
volume radioactivity of emanating radon was observed, as well as the background rate
dependency on the inner electrode potential of the induced background. These measure-
ments showed background behaviour like that of the remaining KATRIN background and
therefore showed conclusively that processes following the decay of 210Pb at the inner
surface of the main spectrometer are responsible for the remaining background in the
KATRIN experiment.
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Zusammenfassung

Das Karlsruhe Tritium Neutrino Experiment misst modell-unabhängig die e�ektive Neu-
trinomasse des Elektronantineutrinos, indem die Kinematik von Elektronen aus Tritium
β-Zerfällen präzise bestimmt wird. Dies wird mithilfe einer fensterlosen gasförmigen
Tritiumquelle von hoher Luminosität, gepaart mit einem hochau�ösenden MAC-E-Filter-
Spektrometersystem erreicht. Um die Sensitivität von 0,2 eV/c2 auf die e�ektive Neutri-
nomasse zu erreichen, ist die Kenntnis über die statistischen und systematischen Fehler
sowie die Veri�zierung der Untergrundprozesse unabdingbar. Die Sensitivität des KATRIN
Experiments ist momentan durch Untergrund, der höher ist als erwartet, limitiert, weshalb
das Verständnis über die vorherrschenden Untergrundprozesse von großer Bedeutung ist.

Frühere Messungen haben Merkmale dieser vorherrschenden Untergrundprozesse o�en-
bart, deren Charakteristik allerdings nicht mit den Erwartungen aus früheren Experi-
menten übereinstimmt. Basierend auf der geringen Abhängigkeit von dem Potential der
inneren Elektrode und der Unabhängigkeit von Druck und magnetischem Feld musste ein
neues Untergrundmodell entwickelt werden.

Das KATRIN Hauptspektrometer war für einige Jahre, während des Einbaus der in-
neren Drahtelektrode, der Umgebungsluft ausgesetzt. Währenddessen wurde die innere
Ober�äche mit Tochterisotopen des natürlich vorkommenden 222Rn kontaminiert. Von
besonderem Interesse ist hierbei 210Pb mit einer Halbwertszeit von 22 Jahren. Die 210Pb-
Aktivität wird auf 1 kBq geschätzt und dessen radioaktiver Zerfall in der Hauptspektro-
meterober�äche führt zur Zerstäubung von Atomen durch das entstehende Rückstoßion
206Pb2+, welches durch das Material propagiert. Die Untergrundereignisse von der inneren
Ober�äche stehen in direktem Zusammenhang mit denen im gesamten Volumen. Um diese
Korrelation zu erklären, bedarf es einem neutralen Boten, der die innere Elektrode nahezu
ungehindert passieren kann und innerhalb des Spektrometervolumens, über homogen
verteilte Ionisation, Elektronen freisetzt.

Es wird angenommen, dass diese neutralen Boten Rydbergatome sind, hoch angeregte
Atome mit langer Lebenszeit, die über Wechselwirkung mit der Schwarzkörperstrahlung
(BBR) oder über Kollisionen mit Restgasatomen ionisieren. Das Rydberguntergrundmodell
kombiniert die Implikationen der intrinsischen 210Pb Radioaktivität mit der Zerstäubung
von Atomen in Rydbergzustände zu dem angenommenen Hauptuntergrundbeitrag.

Diese Arbeit bezieht sich auf die theoretische Beschreibung der Zerstäubung von Atomen
aus der Hauptspektrometerober�äche und verschiedenen Ionisationsmechanismen von
Rydbergatomen. Unter Berücksichtigung der Ober�ächenbehandlung wird ein Modell der
chemischen Zusammensetzung des Hauptspektrometerstahls und dessen Passivierungs-
schicht erstellt. Dies wird mit Simulationen der Zerstäubung von Atomen mit der SRIM
Software ergänzt, aus denen Eigenschaften der zerstäubten Atome, wie ihre Kinematik,
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abgeleitet werden können. Darüber hinaus werden Folgerungen für das Rydbergunter-
grundmodell aufgezeigt.

Indirekte Messungen des Anfangsenergiespektrums der Untergrundelektronen im Volu-
men des Spektrometers o�enbarten Elektronenenergien bis zu einigen Elektronenvolt, die
höher als erwartet sind. BBR-induzierte Ionisation von hoch angeregten Atomen genügt
deshalb nicht als Produktionsmechanismus, da lediglich Elektronenenergie bis zu 0,2 eV
möglich sind. Deshalb werden in dieser Arbeit andere, spezielle Ionisationsmechanismen
dieser hoch angeregten Atomen berücksichtigt. Für diesen Zweck wurde Penning Ionisati-
on, Ionisation über elektrische und magnetische Felder sowie Autoionisation untersucht.
Es stellte sich heraus, dass im Prinzip kein Ionisationsmechanismus geeignet ist, mit
Ausnahme des weniger wahrscheinlichen Vorkommens von planetaren Atomen. Diese
zweifach hoch angeregten Atome können langlebig sein, wenn ihre Außenelektronen sich
in einem nicht-resonant-wechselwirkenden Ensemble be�nden. Über Strahlungsübergän-
ge der Elektronen kann allerdings ein resonanter Zustand erreicht werden, woraufhin das
Atom oder Molekül unter Elektronenemission dissoziiert.

Um das Rydberguntergrundmodell weiter zu untersuchen, wurden Messungen mit einer
radioaktiven 223Ra Quelle durchgeführt. Dabei wird Rydberg-induzierter Untergrund
sowohl von der Quelle selbst als auch von der inneren Ober�äche des Spektrometers
untersucht, die gezielt mit kurzlebigen Isotopen der 223Ra Zerfallskette kontaminiert
wurde. Jedoch war die Radonemanation von der Radiumquelle viel höher als erwartet,
wodurch der Rydberguntergrund nur untersucht werden konnte, nachdem das Ventil zur
Quelle geschlossen war. Hierbei wurde der natürliche Zerfall der induzierten Radioaktivität
innerhalb des Spektrometers beobachtet, der die Messzeit limitierte, da die langlebigste
Tochter eine Halbwertszeit von 36 Minuten aufweist. Nichtsdestotrotz konnte sowohl
die Aktivierungssättigung von Ober�ächenkontamination durch Volumenradioaktivität
des emanierten Radons als auch die Abhängigkeit des induzierten Untergrunds von dem
Potential der inneren Elektrode beobachtet werden. Diese Messungen bekunden, dass der
induzierte Untergrund gleiches Verhalten wie der vorherrschende KATRIN Untergrund
aufweist und demnach eindeutig zeigen, dass Prozesse aufgrund der Zerfälle von 210Pb an
der inneren Ober�äche des Hauptspektrometers für den vorherrschenden Untergrund des
KATRIN Experiments verantwortlich sind.
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1. Introductions to neutrino physics

Neutrino physics has developed into a large area of research in recent decades. Nowadays
physics is �lled with di�erent experiments to study the behaviour of neutrinos. Starting in
1930 with the postulation by W. Pauli [1] and the �rst proof of existence 26 years later by
C. Cowan and F. Reines [2, 3], no one could imagine that there are three types of neutrino
at this time. But some years later L. Lederman, M. Schwartz, and J. Steinberger discovered
the muon-neutrino by decays of pi-mesons in 1962 [4]. After these discoveries more
neutrino experiments were set up to study neutrinos from reactors, the atmosphere, or
the sun. In the middle of the 20th century they identi�ed a de�cit in the solar neutrino
�ux. Thus, fewer neutrinos were detected than expected, leading to the solar neutrino
problem �rst observed by the Homestake experiment [5, 6]. This observation leads to
the prediction of neutrino oscillation which was discovered in the late 1990s by SNO and
Super-Kamiokande [7, 8]. To fully understand the mechanism of neutrino oscillation it is
necessary to know the mass-scale of neutrinos. One can obtain model-dependent mass
limits via cosmology or earlier experiments measured model-independent mass limits via
the electron energy of β decays to mν < 2 eV/c2 [9]. Measuring a model-independent
neutrino mass with high precision is essential for further investigations of our universe.

1.1. The postulation and discovery of neutrinos

(a)
(b)

Figure 1.1.: (a): Continuous β spectrum by Chadwick 1914 [10]. (b): Shape of theoretical beta
spectrum near the endpoint E0 depending on the neutrino mass µ [11].

1



1. Introductions to neutrino physics

The history of the neutrino [12] starts with the �rst measurements ofβ spectra of radium
by Chadwick in 1914 [10]. He had expected a monoenergetic spectrum, but observed
a continuous one (see �g. 1.1a). In 1922 Lise Meitner [13] measured groups of di�erent
velocities from β decaying radioactive elements. She proposed the idea that the β-rays
got produced by a secondary process involving γ-rays. The di�erent energies would
correspond to di�erent electron shells of the radioactive and their daughter element. That
was not wrong, because she measured Auger electrons. Later the continuous spectrum by
Chadwick lead Wolfgang Pauli to the contradiction that energy would not be conserved
anymore. And so he wrote the famous letter [1] in which he postulated an additional
neutral particle - the "neutron". His reasoning was that the energy of the decay products
is always constant due to the additional particle, but the individual energies vary. It is
described by a three-body decay so the contradiction is solved.

After discovering the neutron as part of the atomic nucleus, E. Fermi set up a theory of
β decays [11] in which he gave the additional particle the name "neutrino", whose mass
must be less than or equal to that of the electron. The transition probability determines
the shape of the spectrum (�g. 1.1b). A comparison of the recorded spectra with his theory
revealed that the neutrino mass must be either zero or very small.

F. Reines and C. Cowan proposed an experiment to detect neutrinos in 1953 [14] based
on liquid scintillator technique. Near a reactor, the neutrino �ux was estimated to be very
high, so the prediction was for ten events per minute. Due to cadmium loading in the
scintillator solution, they were sensitive to neutron capture and corresponding γ-pulses.
The neutrino signal by inverse beta decay Eq. 1.1 is a coincidence of a neutron-induced γ,
followed by the positron annihilation radiation [2, 3]

ν e + p→ n + e+ . (1.1)

Introduced by a theory of µ meson decay by G. Feinberg [15] the way to another neutrino
�avour was levelled. Lokanathan and Steinberger searched in vain for the muon decay
into electron and photon. The general assumption was the decay to an electron, a neutrino,
and an antineutrino. But if the neutrinos were their mutual antiparticles, they should have
annihilated to gammas. However, Feinberg calculated a signi�cantly higher branching
ratio for this decay than was measured by Steinberger and Lokanathan [12]. In 1962
L. Lederman, M. Schwartz, and J. Steinberger succeeded in proving the existence of the
muon neutrino νµ [4]. For this discovery they received the Nobel Prize in 1988.

In the late 1980s the ALEPH Collaboration extended the neutrino family. Through
measuring the total width ΓZ of Z boson decays, the physicist were able to estimate the
number of neutrinos. The comparison of their data with the model for 2, 3, and 4 neutrinos
yielded to a best �t result of Nν = 3.27 ± 0.30 [16].

Since the evidence of the existence of τ leptons in 1975 [17], the assumptions have
also moved to a third neutrino. Finally the third neutrino was observed by the DONUT
collaboration in the year 2000 [18]. The experiment is based at the FermiLab and was
designed to observe the tau neutrino ντ using an 800 GeV proton beam from Fermilab
Tevatron as neutrino source. The protons shower o� in a tungsten target releasing particles
which decay into tau leptons and tau neutrinos. The ντ itself interacts in a lead emulsion
producing again τ’s with a speci�c signature.
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1.2. Neutrinos beyond the Standard Model (SM) - ν-oscillation

1.2. Neutrinos beyond the Standard Model (SM) -
ν-oscillation

Figure 1.2.: The Standard Model of Particle Physics: upper outer semicircle - quarks; lower
outer semicircle - leptons; inner circle - gauge bosons and center - higgs boson
[19].

The Standard Model of Paticle Physics (SM) [20] is the very successfull theory of our
matter and its interactions. However, in the early days of the theory, there shock when
evidence of neutrino oscillation came up. The solar neutrino problem, �rst observed at
the Homestake Experiment [5], measured a lower electron neutrino �ux than expected
by the pp-chain and the CNO cycle in our sun. Their data matched the results of the
Kamiokande-II experiment very well [21] so the solar neutrino de�cit was observed but
not understood. Only new experiments such as Sudbury Neutrino Observatory (SNO)
[22] and Super-Kamiokande [8] were able to take a closer look at this problem. The �rst
evidence of oscillating neutrinos was claimed by the Super-Kamiokande experiment due
to a detected de�cit of atmospheric muon neutrinos. The data were inconsistent with
the predicted atmospheric neutrino �ux and not explainable with the current state of
knowledge. SNO could separately measure the �ux of νe in comparison to the overall
�ux of all �avours. Finally the composite results with the Super-Kamiokande experiment
revealed the discovery of neutrino oscillation with 90% con�dence level. Proof of neutrino
oscillation is a milestone in neutrino physics, as it implies that neutrinos must have
mass. For this major e�ort the directors of these experiments Takaaki Kajita and Arthur
B. McDonald were awarded with the Nobel Prize in 2015.

The theory of neutrino oscillation is analogous to the mixture of di�erent quarks
invented by Cabibbo [23] with their extension by Kobayashi and Magawa [24]. There
are three neutrino �avour eigenstates α = e,µ, τ and three neutrino mass eigenstates
j = 1, 2, 3 which are not equal. Each �avour eigenstate thus consists of a superposition of
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1. Introductions to neutrino physics

the three mass eigenstates to speci�c portions. The neutrino �avour eigenstate is described
by

|να 〉 =
∑

j=1,2,3
U ∗α j |νj〉 = U

∗
α1 |ν1〉 +U

∗
α2 |ν2〉 +U

∗
α3 |ν3〉 (1.2)

with the Pontecorvo-Maki-Nakagawa-Sakata matrix (PMNS)

U =
©«
Ue1 Ue2 Ue3
Uµ1 Uµ2 Uµ3
Uτ1 Uτ2 Uτ3

ª®¬
=

©«
1 0 0
0 c23 s23
0 −s23 c23

ª®¬ ©«
c13 0 s13e−iδ
0 1 0

−s13eiδ 0 c13

ª®¬ ©«
c12 s12 0
−s12 c12 0

0 0 1

ª®¬
©«
e
iα1

2 0 0
0 e

iα2
2 0

0 0 1

ª®®¬ . (1.3)

Here is cik = cos(θik), sik = sin(θik) and α1,2 are phase factors which demonstrate the
possibility that neutrinos may be Majorana particles - particles that are identical to their
antiparticles. The phase factor δ indicates a CP-violation of neutrino oscillation, if its not
zero. The parameters of the theory are the mixing angles θik , which must be determined
in order to quantify the mixture between the states. The physical states - eigenstates of
the free Hamiltonian - are the mass eigenstates νj . These propagate through space while
the �avour state evolves in time [25]. Propagation through matter changes the oscillation
properties due to a di�erent e�ective mass of the neutrino, which is called the MSW e�ect
[26].

Considering an electron neutrino in time, its condition is given by

|νe(t > 0)〉 = U ∗e1e−iE1t |ν1〉 +U
∗
e2e−iE2t |ν2〉 +U

∗
e3e−iE3t |ν3〉 , |νe(t = 0)〉 . (1.4)

Now one can estimate the mixing angle by deriving the probability to �nd a speci�c
�avour state νβ by the projection of |να (t)〉 onto the �avour eigenstate |νβ〉. The general
expression for P reads

P(να→β

(
L

E

)
) =

∑
k,j

U ∗αkUβkUα jU
∗
β je
−i

∆m2
jk L

2E , (1.5)

with L the distance between detector and source, E the energy of the neutrino, and
∆m2

jk
=m2

i −m
2
k

the mass splitting. Several experiments extract these parameters from
their data such as Super-Kamiokande for θ23 [8], DoubleChooz and Daya Bay for θ13 [27,
28], and KamLand for θ12 [29] to values of

sin2(θ12) = 3.20+0.20
−0.16 · 10−1 (1.6)

sin2(θ23) = 5.47+0.20
−0.30 · 10−1 (1.7)

sin2(θ13) = 2.160+0.0083
−0.069 · 10−2 (1.8)

∆m2
12 = 7.55+0.20

−0.16 · 10−5 eV2 (1.9)
|∆m2

31 | = 2.50+0.03
−0.03 · 10−3 eV2 (1.10)

δ/π = 1.21+0.21
−0.15 (1.11)

by Salas [30, 31].
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1.3. Motivation and implementation of neutrino mass determination

1.3. Motivation and implementation of neutrino mass
determination

(a) Power spectrum P(k).

(b) Density map.

Figure 1.3.: (a): Cosmological constraints in the current matter power spectrum P(k). The
solid curve represents the theoretical prediction for a scale-invariant model with
a neutrino mass sum Mν = 0. The dashed curve illustrates the e�ect on the power
spectrum for a non-zero neutrino mass of about 1 eV corresponding to 7% of the
dark matter density [32, 33]. (b): Density distributions of large scale structures in
the universe for massive (bottom) and massless (top) neutrinos. On the bottom
the neutrino mass sum is Mν = 1.9 eV, showing that the density has less contrast
[34].

Cosmological data provides the main motivation for studying the neutrino mass due to
the observations of the structures of the universe, such as the CMB, gravitational lensing
or the Ly-α-forest. 336 relic neutrinos per cm3, remnants of the Big Bang, �ll the entire
universe. Although neutrinos are very light, they have a noticeable e�ect on the total
density of dark matter. If their mass were 0.05 eV, they would make up about one percent of
the total mass of the universe. The relic neutrinos decoupled from the thermal equilibrium
in the very early universe about 1 second after the Big Bang at a temperature of ∝ 109 K.
This process is called "freeze-out" and takes place when the Hubble parameter is greater
than the annihilation rate [35].

The power spectrum of matter �g. 1.3a demonstrates the density contrast of the universe
as a function of the scale. It demonstrates the e�ects of the neutrino mass on the size of
structures. For a neutrino mass of 1 eV, small structures are suppressed by a factor of 2 -
dashed line. One can estimate an upper limit on the neutrino mass within the measurement
uncertainty. From simulation of large scale structure, more precisely of density of matter
on large scales, one can distinguish the in�uence of a massive neutrino (see �g. 1.3b). Small
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1. Introductions to neutrino physics

(a) (b)

Figure 1.4.: (a) Mass spectrum of possible single beta decays. On the right side the energetically
forbidden case for an element to decay by single beta decay [36].
(b) Feynman graph of neutrinoless double beta decay (0νββ) [25].

Figure 1.5.: The β spectrum of tritium: the entire spectrum (left) and the end point region
with the neutrino mass in�uence ofmν = 1 eV (right) [37].

structures get thinned, resulting in less contrast in the shape due to collisions with massive
neutrinos. Knowing the absolute neutrino mass therefore leads to better understanding of
our universe and is essential for research.

There are several ways to measure the neutrino mass, but only two that are associated
with beta decay. On the one hand, there is the theory of neutrinoless double beta decay
(�g. 1.4b). And on the other hand by measuring the kinematics of electrons from single
beta decays (�g. 1.5).

Neutrinoless double beta decay (0νββ) is a hypothetical decay channel of double beta
decaying elements such as 76Ge and 136Xe (�g. 1.4b). In general, double beta takes place
when the atomic nuclei has an even/even con�guration. One β decay converts a neutron
into a proton so the nucleus gets from even/even to odd/odd. Sometimes the energy of
the daughter nucleus is higher so single beta decay is energetically forbidden and double
beta decay occurs as a second order process (�g. 1.4a). The process only can take place
under the assumption that neutrinos are Majorana particles - the neutrino is its own
antiparticle. Therefore the neutrinos from the two decays can absorb each other. By
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measuring the lifetimeT1/2 of the elements, one can calculate the decay amplitude Γ which
directly depends on the neutrino mass. Present experiments are GERDA [38], EXO [39],
and MAJORANA [40] without evidence of existence of 0νββ to date.

In a single β− decay of nuclei, a neutron converts into a proton, an electron, and an
electron anti neutrino:

X (A,Z ) → X (A,Z − 1) + p + e− + ν e . (1.12)

The kinematics of the electron contains information about the neutrino mass, as the decay
represents a 3-body problem and energy has to be conserved. The neutrino mass a�ects
the entire spectrum, but the e�ect is most noticeable near the endpoint energy E0 (see
�g. 1.5). One can see the small variation in the spectrum that corresponds to the prediction
by Fermi (�g. 1.1b), for a small mass. Past measurements with experiments in Mainz and
Troitsk set an upper limit of the neutrino mass ofmν < 2 eV/c2 [9].

Following these measurements, the KATRIN experiment was designed and built [41].
O�cially launched on 11th June 2018, it will reach an unmatched sensitivity of ∝ 240 meV
after 5 years of data collection.
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2. The KATRIN experiment

2.1. Arrangement of the KATRIN experiment

Figure 2.1.: Setup of the KATRIN experiment. From left to right: Yellow - Rear section, Blue -
Windowless Gaseous Tritium Source (WGTS), Red - Transport section consisting
of Di�erential Pumping Section (DPS) and Cryogenic Pumping Section (CPS),
Green - Pre-spectrometer, Grey - Main spectrometer (excluding air coils) and
Detector [42].

The Karlsruhe Tritium Neutrino (KATRIN) experiment aims to determine the absolute
mass scale of the electron anti neutrino in a model-independent way by measuring the beta
spectrum of molecular tritium with high precision. To achieve the sensitivity of ∝ 240 meV,
an high resolution energy device is needed. This device is the main spectrometer, which
acts as a MAC-E �lter (Magnetic Adiabatic Collimation combined with Electrostatic �lter).
Gaseous tritium is introduced into the WGTS and kept at a constant level by supply
and removal. Inside the WGTS, the tritium decays, whereupon the electrons are guided
magnetically to the main spectrometer. DPS and CPS �lter resulting ions and lower the
tritium �ow by more than 14 orders of magnitude. Neither ions nor tritium should be able
to get into the main spectrometer, only electrons, otherwise an increased background is
created. The pre-spectrometer is used for the �rst separation of high-energy electrons
with energies above 18 keV. As a result, the electron density in the main spectrometer
does not become so high that residual gas ionisation would become more likely. In the
main spectrometer, the electrons are further separated by the retardation potential. By
controlling the high voltage of the retarding potential, the electrons are recorded in an
integrated beta spectrum. In the following chapters, the individual components of the
experiment as well as the measuring principle are explained in more detail.
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2. The KATRIN experiment

2.1.1. The source and transport section (STS)

Figure 2.2.: WGTS: Windowsless gaseous tritium source of the KATRIN experiment [43].

The windowsless gaseous tritium source (WGTS) �g. 2.2 forms the central starting point
of neutrino mass measurement. Here, the molecular tritium is continously supplied by
injection of gas, and then removed via four turbo molecular pumps at both ends, so that
the concentration of the radioactive substance always remains constant. This constituent
must be operated very accurately, so the column density of tritium molecules (5 · 1017cm−2)
is stable on a 0.1 % level. For this purpose, injection pressure and temperature must also be
stable within very small variations of the same order. The 10 m long beam tube is operated
at a temperature of 30 K, which is achieved by a neon cooling system. The injection
pressure is about 3.35 · 10−3 mbar and during the di�usion to the ends of the WGTS, an
activity of 1011 Bq is reached, su�cient for study of the tritium endpoint E0 (see �g. 1.5).
In addition to pressure and temperature, the amount of tritium and its activity and purity
are monitored by the Forward Beam Monitor (FBM) [44]. The FBM is the only device
that measurements within the β-electron �ux tube can be performed. The detector board
consits of two PIN diodes of di�erent size which can determine the relative β-electron
�ux with a precision of 0.1% in less than 60 s or a di�erential spectrum with an energy
resolution of 2 keV. The gas composition is monitored by a laser Raman system, while the
activity is checked by β-induced X-ray spectrometry (BIXS) in the rear section [45]. The
electrons generated at the source are magnetically guided to the spectrometers. On their

Figure 2.3.: (a): Di�erential Pumping Section (DPS). (b): Cryogenic Pumping Section
(CPS)[46].
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way through the transport section, they pass through two chicanes, where the tritium �ow
is drastically reduced, as no tritium should enter the spectrometer section. This task is
performed by the Di�erential and Cryogenic Pumping Sections (see �g. 2.3), which reduce
the tritium �ow by 14 orders of magnitude.

Within the DPS, the β-electrons are guided though a strong magnetic �eld of 5.6 T,
overcoming four bends of 20◦ each. Turbo molecular pumps installed on these bends
reduce tritium �ow with an increased e�ective pumping rate by 7 orders of magnitude.
Other molecules are e�ciently removed from the beam tube as well, which would �ow on
a straight path to the spectrometers. The Cryogenic Pumping Section additionally includes
a liquid-helium cooled 3 K cold inner surface, which is covered by an adsorbed argon
frost layer. This argon frost cryosorbs any molecules that contain tritium and reduces the
tritium �ow by another 7 orders of magnitude [25, 47].

2.1.2. The spectrometer and detector section (SDS)

Both the pre-spectrometer and the main spectrometer are operated as MAC-E �lters
[49](see �g. 2.4). A MAC-E (Magnetic Adiabatic Collimation with Electrostatic) �lter acts
as a high pass �lter for electrons. Strong magnetic �elds, provided by superconducting
solenoids, adiabatically guide electrons, which are emitted isotropically at the source,
through the spectrometer onto the detector. While travelling through the magnetic and
electric �elds of the spectrometer, electrons experience the Lorentz force due to the mag-
netic �eld and move on cyclotron trajectories. The electric �eld acts the �lter component
because the electrons must overcome a potential barrier. The electrons are generated
isotropically in the source, so that their momentum vector is at a polar angle θ to the
magnetic �eld lines. This leads to the splitting of parallel and transverse component of
momentum or energy, respectively. The �ltering electric �eld only a�ects the longitudinal
component. To achieve a good energy resolution it is necessary to transform the transverse
component E⊥ into the longitudinal one E‖ . This is achieved by the MAC-E �lter principle,

Figure 2.4.: The MAC-E �lter principle. On each side of the spectrometer is a superconducting
magnet that generates the magnetic guiding �eld (green) of the electrons. The
red curvature shows a cyclotron trajectory of an electron, exaggerated in size.
The blue arrows demonstrate the electric �eld ®ε produced by the electrode with
potential U0 [48].
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the magnetic �eld drops several orders of magnitude from the source to the analysing
plane, which is located at the center of the spectrometer, where the magnetic �eld is
minimal (see �g. 2.4 Bmin). Due to the slow change of the magnetic �eld the momentum
transforms adiabatically, so the magnetic moment µ = E⊥

B remains constant. Since a small
transversal part is always present, the energy resolution

∆E = EA⊥,max =
Bmin

Bmax
· Ekin (2.1)

depends on the maximum transversal energy an electron can still have in the analysing
plane. For the reference values of Ekin = 18.6 keV, Bmin = 3 · 10−4 T and Bmax = 6 T one
obtains ∆E = 0.93 eV.

The main spectrometers dimensions are established by the conservation of the magnetic
�ux Φ ≈ A · B. Since the magnetic �eld drops by several orders of magnitude to the
analysing plane, the area of the �ux tube must increase to the same extent. Accordingly,
the main spectrometer was built with a length of 23.8 m and a diameter of 9.8 m.

The entire spectrometer is set to high voltage, which is changed in steps of ∆U ∼ 0.5−1 V
to record the spectrum. Additionally it is equipped with an inner electrode system that
has a higher voltage than the vessel, so secondary electrons from the wall are shielded and
can not produce background. To prevent residual gas scattering of the β-electrons both
spectrometers are operated at Ultra High Vacuum (UHV) conditions of about 10−11 mbar
guaranteed by several getter and turbo molecular pumps (TMP). So that the magnetic �eld
inside is not in�uenced by the earth’s magnetic �eld from the outside, large coils surround
the spectrometer, which also allow a �ne tuning of the magnetic �eld at the analysing
plane.

After passing the spectrometer and the pinch magnet (6 T), the electrons arrive, guided
by the detector magnet (3.6 T), at the detector. The Focal Plane Detector (FPD) counts the
electrons by a silicon PIN-diode array with high e�ency and nearly free of background. It
is divided into 148 pixels arranged in 12 concentric rings, which are azimuthally subdivided
into 12 pixels plus 4 center pixels. The electrons will pass the analysing plane at di�erent
radii, so they experience slightly di�erent potentials due to inhomogeneities. By this
arrangement, a spatial resolution can be obtained and irregularities of the retarding
potential can be detected.[25, 41, 48, 50]

2.1.3. Measuring principle of neutrino mass determination

The KATRIN experiment aims to determine the e�ective electron anti neutrino massmνe

by precisely measuring the β-spectrum of tritium near the endpoint E0 (see �g. 1.5). This
chapter gives the design parameters, which has to be full�lled to achieve the sensitivity of
mνe ≤ 240 meV (90% C.L.).

A source with high luminosity is essential, as it is directly linked to the signal strength
at the end point. For this purpose an optimal column density of tritium of ρd = 5 · 1017

molecules per cm2 has been chosen, which provides enough activity by manageable
scattering probability. The source magnetic �eld BS = 3.6 T and the maximum magnetic
�eld at the pinch magnet Bmax = 6 T limits the the maximally allowed polar angle to
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2.1. Arrangement of the KATRIN experiment

Figure 2.5.: Integral tritium β-spectra (top) with their relative count rate di�erences (middle),
and the measurement-time distribution (bottom). Demonstration of the spectrum
with di�erent neutrino masses of 0 and 2 eV and a toy measurement with 1 eV
and the design background rate Rbд = 0.01 cps. The measuring-time distribution
gives the measuring time per voltage setting around the endpoint [48].

θmax = 51◦. Therefore only the fraction T = 1 − cos(θmax) of electrons can be analysed
[25].

In contrast to the Mainz (Troitsk) experiment [9] the KATRIN setup reached signi�cantly
better performance. The e�ective source area has increased by a factor of 40 (20) to
Ae�
S = AS · BS/Bmax = 31.8 cm2. AS and BS de�ne the sensitive magnetic �ux tube to

Φ = 191 Tcm2, which is not allowed to collide with beam tube elements. In comparison to
the Mainz (Troitsk) experiment the improvement is an energy resolution factor of 5 (4)
to the value of ∆E = 0.93 eV, which requires a minimum magnetic �eld in the analysing
plane of Bmin = 3 · 10−4 T. As mentioned before this design requirement increased the
spectrometer signi�cantly to a diameter of 9.8 m, where the analysing plane has the size
of 63.6 m2.

Figure 2.5 shows spectra of simulated KATRIN data. At the top one can see the expected
count rates of the integrated β-spectrum in cps as a function of the retarding energy
qUi − E0. The black line symbolises the spectrum with a vanishing neutrino mass, while
the dotted blue curve shows the spectrum with a neutrino mass of mν = 2 eV. This results
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in a slight di�erence near of the endpoint E0. The red dots demonstrate a toy measurement
with a neutrino mass of 1 eV with a net KATRIN run time of 3 years, calculated by a
Monte-Carlo simulation. At the bottom the optimised measurement time distribution
shown, corresponding to the best possible exclusion of a vanishing neutrino mass. The
middle part clari�es the most sensitive region on the neutrino mass by directly comparing
the theoretical spectra for 0, 1, and 2 eV neutrino masses with the measurement. The
statistical �uctuations depend on the time spent at a speci�c retarding potential Ui , in
addition to the decay β-electron rate.[48]

The overall background rate was designed to be Rbg < 0.01 cps (counts per second), to
gather large signal-to-background ratios. This is the most challenging design goal for the
spectrometer and would correspond to an e�ective background reduction factor of ≈ 50
(≈ 400) in comparison to the Mainz (Troitsk) experiment.[9, 41]

2.2. KATRIN backgrounds

The background sources or more precisely their origin mechanism at the KATRIN ex-
periment are constantly evolving. According to the analyses of the Mainz and Troitsk
experiments, whose spectrometer dimensions di�ered by a factor of 4, no increased back-
ground was detected due to the size. This assumption led to the design background of
0.01 cps which is of the same order of magnitude as the previous experiments. Before the
KATRIN main spectrometer was built, some sources were already known or predicted to
be very probable.

Based on the data from Mainz and Troitsk, they expected secondary electrons originate
inside the spectrometer by ionisation. If these low energy electrons are emitted between
the analysing plane and the detector, they get accelerated onto the detector with energies
in the region of interest. In addition, if their polar angle is too high, electrons have the
probability of being magnetically trapped in the spectrometer. Due to their long stay,

Figure 2.6.: Background sources of the spectrometers [51].
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they can ionise residual gas, which in turn supplies secondary electrons. One generating
process is the interaction of cosmic muons with the spectrometer hull or electrodes. In
Troitsk, the signature of H−-ions was detected, which are magnetically guided in the same
way as electrons. These have been e�ciently removed in Mainz via NEG-getter pumps.
A penning trap between the pre and main spectrometer was also considered, as well as
environmental radioactivity, which can cause high energy gammas or δ-electrons from
the wall and electrodes.[41]

These background sources will now be explained in detail with their associated mea-
surements. This is followed by description of the most recent extension of the background
model, the interaction of Rydberg atoms (sec. 2.3).

2.2.1. Cosmic muons

A major component of the background is expected due to the interaction of cosmic muons
with the main spectrometer vessel and the inner electrode. This releases secondary
electrons through scattering processes into the spectrometer. The stainless steel surface
of the main spectrometer is about 650 m2, which is exposed to the cosmic radiation at
sea level. By upscaling the measured rate from the Mainz experiment one expects a rate
of secondary electrons up to 105 s−1, originating from the main spectrometer wall [52].
To measure the background from cosmic rays, nine muon detector panels were installed
at the main spectrometer with an overall sensitive area of 16.7 m2 [53]. These modules
comprise of an organic plastic scintillator and eight photomultipliers each. Thus, charged
particles passing through the scintillator are detected by photon emission collected by the
PMTs.[54]

Johanna Linek made correlation measurements to relate the cosmic muon �ux to the
background electron rate at the Focal Plane Detector (FPD). The correlation at the high

Figure 2.7.: Correlation between muon rate and electron rate at the FPD in the Region of
Interest ROI (19.7 − 24.7 keV). The green dashed line corresponds to 100% muon
induced events [54].
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energy regime (above 130 keV) was 0.711 ± 0.002 and the fraction of muon induced events
in this regime was calculated to be 88 ± 5%, wherein these events are induced in the
detector wafer itself. However, it has been found that the correlation in the ROI is nearly
equal with r = 0.72 ± 0.06, but only a fraction of 14.4 ± 0.7% can be assigned to muons
(see �g. 2.7).[54]

Indeed, this fraction of correlation was only accessible for speci�c magnetic �eld set-
tings, where electrons from the vessel wall are guided to the detector. At the nominal
magnetic �eld setting no correlation can be seen and therefore muons do not contribute
to the KATRIN main spectrometer background. Due to this result, further processes must
be considered. Radioactivity is, in addition to muons, a source of secondary electrons,
described in subsection 2.2.4. From secondary electrons of muons there is the probability
that they are magnetically trapped, these can also ionise residual gas and cause background
electrons. The properties of these electrons will be explained in the following section.

2.2.2. Trapped electrons

As mentioned before, electrons inside the spectrometer can be magnetically trapped.
These secondary electrons are produced by cosmic rays or radioactive elements inside
the spectrometer. Due to their long stay they can ionise residual gas and produce more
background electrons. This trapping was �rst observed in the pre-spectrometer [50].

Figure 2.8 shows a trajectory of an electron trapped in a magnetic �eld. The magnetic
�eld is only slightly changing so the motion of charged particles is adiabatic, therefore
the magnetic moment µ is conserved. As the magnetic �eld changed, the transverse
momentum is converted to longitudinal and vice versa. During this conversion, the polar
angle θ (®r ) also changes according to the function:

θ (®r ) = arcsin ©«
√
| ®B(®r )|

| ®B(®r0)|
· sin(θ0)

ª®¬ , (2.2)

starting at position ®r0 in a magnetic �eld ®B(®r0) with θ0.

Figure 2.8.: Electron trajectory a�ected by the magnetic mirror e�ect in the magnetic �eld of
the pre-spectrometer, starting conditions: z = 0.1 m, r = 0.42 m, θ = 130◦, and
E0 = 200 keV [50].
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For example, an electron moves to regions of higher magnetic �eld, wherein the polar
angle θ increases. The polar angle can reach 90◦ if the magnetic �eld is su�ciently large
(eq. 2.2), with the total energy in the transverse component. Subsequently, the transversal
motion tilts and the electron is re�ected, which is called the magnetic mirror e�ect. Taking
a closer look, this movement is explained by the Lorentz force. The magnetic �eld has a
radial component which acts in the transverse movement. The Lorentz force points to
the area of lower magnetic �eld, so that the transverse component is weakened [50]. The
storage probability is energy dependent. The minimum energy threshold is determined by
the resolution of the spectrometer, which is about 0.93 eV. While the maximum energy
is about 100 keV, since here the cyclotron radius is greater than the spectrometer radius,
causing the electron to hit the wall. Most likely, electrons with energies between 10 eV
and 1000 eV are stored.[55]

2.2.3. Penning traps and Penning discharge

It is possible to store electrons in a Penning trap by a speci�c con�guration of electric and
magnetic �elds. Figure 2.9 shows the con�guration of two Penning traps. Assuming an
electron with zero kinetic energy in the center of the cathodes from the left picture, it can
not move along the z-direction because of the negative potentials at the cathodes. The
movement in x/y-directions is also suppressed because the magnetic �eld would cause a
Lorentz force and de�ects the electron back to its starting position [50]. The right part
of this �gure is an example of a Penning-Malmberg trap. There, the magnetic �eld lines
point from the vacuum with negative potential through a more positive potential to the
vacuum on negative potential. This con�guration forms a Penning trap between the two
cathodes as well due to the positive well in the middle and symbolises the Penning trap
between the pre- and main spectrometer at KATRIN.

Figure 2.9.: Schemes of Penning traps: cathode to cathode Penning trap (left), vacuum to
vacuum (right). The upper part shows the geometry with the direction of the
magnetic �eld lines (green), the cathodes (orange), and the anodes (grey) with
electrode potentials. The lower part demonstrates the electric potential along
the magnetic �eld lines x and y. The corresponding depths of the Penning trap
Utrap,x along x are also shown [56].
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A Penning discharge can ignite when the storage probability of electrons is high. First a
primary electron is produced by cosmic rays or natural radioactivity, which gets trapped.
The trap must be su�ciently large, at least of the order of the ionisation threshold of the
residual gas molecules (∝ 10 eV), so that they can be ionised, whereby more electrons are
formed and captured. The ionisation of residual gas causes the formation of positive ions,
which get accelerated to the cathode, releasing more electrons that can be trapped with a
certain probability. If the electrons are stored for signi�cantly long times each secondary
electron can further ionise residual gas, increasing the number of stored electrons signi�-
cantly. Although the pressure is very low, an electron with an energy of 500 eV has a mean
free path on the order of 1000 km and undergoes about 3 collisions with residual gas every
second [56]. Therefore this process gathers a large number of electrons inside the trap and
a self-incurred discharge can occur, releasing these electrons with high energy.[50, 56]

2.2.4. Natural radioactivity

Figure 2.10.: Illustration of radon α decays followed by electron emission of di�erent mecha-
nisms caused by excitation of the daughter nucleus polonium [48].

Natural radioactivity is always a challenging background source in low-rate experiments
such as GERDA [38] and BOREXINO [57–59]. With reference to Figure 2.6, there are two
ways in which radioactivity can a�ect measurements. On the one hand, there is external
radioactivity by γ-emitting radioactive elements such as 40K, providing γs with energies
above 100 keV. On the other hand, there can be intrinsic radioactivity mainly due to decays
of radon isotopes 219Rn, 220Rn and 222Rn.

The γ-�ux from natural radioactivity inside the spectrometer building was measured
to be on the order of 1 γ cm−2 s−1 for energies above 100 keV. To further investigate the
possibility of in�uence, a 60Co source with an activity of 53 MBq was placed next to the
spectrometer vessel, where no increased background rate was observed. Therefore, natural
radioactivity from outside the spectrometer does not impinge the experiment.[60]

Radon-induced background caused by intrinsic radioactivity is a major background
component in the KATRIN experiment [55, 61, 62]. The naturally occurring radon isotopes
219Rn, 220Rn, and 222Rn, emerging from the primordial decay chains of 235U, 232�, and
238U, belong to the largest contributors of the worldwide background radiation dose [48].

Figure 2.10 shows the di�erent mechanisms of how electrons are emitted by radioactive
decays of radon, including their energies. Thereby the radon atom (mainly 219Rn) decays
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via an α decay into an excited state of polonium (Po), which leads to secondary electron
emission. These electrons can originate from inner-shell shake-o�s (E ≈ 1 keV), conversion
(E ≈ 100 keV), relaxation (E ≈ 1 keV), or shell-reorganisation (E ≈ 10 eV). In the case of
219Rn, up to 20 electrons can result from one decay [48]. These electrons either get trapped
and cause more secondary electrons or �nd their way to the detector as background
events. The radon emanation in the KATRIN main spectrometer is well known, �rstly
it can leak from the main spectrometer stainless steel surface, the inner electrodes, or
other equipment inside the system. Secondly it can arises from the non-evaporable getter
(NEG) material which has to maintain the ultra high vacuum condition of p ≤ 10−11 mbar
in the spectrometer [63]. In order to reduce this source of background electrons, three
liquid nitrogen cooled ba�es were installed between the NEG pumps and the sensitive
�ux volume. Radon atoms emanating from the NEG strips propagate with thermal velocity
towards the main spectrometer, but stick to the much cooler copper ba�e. They adhere
longer than their decay time, so 219Rn from the NEG pumps no longer dominates the
background. The LN2-cooled ba�e reaches a suppression e�ciency of (95.1 ± 0.3)%,
allowing the background rate of remaining radon form the NEG pumps to be estimated to
Rtot = (36+18

−15)mcps, which signi�cantly exceeds the KATRIN design level of < 10 mcps.[48]
The amount of 220Rn, in contrast to 219Rn, was measured to be two orders of magnitude

smaller so this element can be neglected [50]. The neutral noble gas atoms are not a�ected
by the electric or magnetic �eld inside the spectrometer, therefore they can easily reach the
active �ux tube, where produced electrons result in background events. The background
rate from radon strongly depends on the lifetime of the isotope as well as the averaged

(a) (b)

Figure 2.11.: (a): Background electron energy spectrum at zero vessel potential. Total back-
ground rate from 7−120 keV (blue) and after corrections for the intrinsic detector
background (black dots). Peak-like structure can be seen at 40 keV with Gaussian-
�t from 35 − 45 keV [48]. (b): Background electron energy spectrum at high
vessel potential U0 = −18.6 kV with lower post-acceleration of UPAE = +4 kV
and combination of di�erent inner-electrode potentials of−5 V and−100 V. Total
background rate from 7 − 120 keV (blue) and after corrections for the intrinsic
detector background (black dots) [48].
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Figure 2.12.: The 4n+2 chain of 238U. Commonly called radium series, beginning with
uranium-238 and terminating with lead-206. The coloured frames around the
isotopes refer to their stability from dark blue to red, black indicates stable [64].
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pump-out time by the TMPs. The short-living isotopes 219Rn (t1/2 = 3.96 s) and 220Rn
(t1/2 = 55.6 s) will cause background events due to their short lifetime on the order of
seconds. The mean pump-out time at the main spectrometer is tMS ≈ 360 s, thus the
longer-living 222Rn (t1/2 = 3.82 d) is e�ciently pumped out. Therefore, 222Rn is initially
not treated as a background source.[48]

During the KATRIN commissioning phase SDS-IIa, several background measurements
were performed, investigating a larger energy range compared to the SDS-I phase. While
only the ROI was considered in SDS-I, energies in the range from 0.2 keV to 260 keV were
examined in SDS-IIa. These measurements, taken with the main spectrometer at zero
potential as well as standard HV setting, revealed a novel background source from the
spectrometer vessel wall.[48]

Figure 2.11a shows the background electron energy spectrum SDS-IIa at zero potential.
A peak-like structure occurred around 40 keV with a Gaussian-�t line position of (39.5 ±
0.2) keV and a peak width of (3.4 ± 0.6) keV. This structure could belong on the one hand
to γ-photons of about 40 keV and on the other hand to mono-energetic electrons with
an energy of 30 keV. The post acceleration voltage UPAE = 10 kV means electrons from
the spectrometer volume get boosted onto the detector with additional energy of 10 keV.
To determine one cause or another, the measurement was compared to a measurement
with the post-acceleration voltage of zero. Here, an increased rate was measured at 30 keV,
con�rming the acceptance of electrons. Additional measurements on high spectrometer
potential showed clearly the presence of a second peak-like structure with a higher energy,
�g. 2.11b. Peak P1 corresponds H− ions at ≈ 11 keV due to energy loss in the detector
dead layer and P2 to low energy electron background events with a small surplus energy
of a few eV. P3 corresponds to the double incident events of P2. The Peaks P4 and P5
correspond to the L- and M-shell conversion electrons from 210Pb �t with Gaussians to
values of 52.41 ± 0.09 keV (L-shell) and 63.97 ± 0.70 keV (M-shell).[48]

The best candidate to explain the observed peaks in the main spectrometer background
is the radioactive isotope 210Pb. Starting from 238U, 210Pb is formed over several alpha and
β− decays while 222Rn was also formed (see �g. 2.12).

210
82 Pb decays via β− into 210

83 Bi (bismuth), releasing an electrons with mean energies of
either 4.2 keV (84%) or 16.2 keV (16%). Additionally Auger or conversion electrons can
occur with speci�c energy, see table 2.1 and the electron emission spectrum �g. 2.13.

Table 2.1.: Electron-emission processes from 210Pb with their corresponding energies with
ocurrences > 10% [65].

Process Energy (keV) Intensity (%)

β− 4.2 ± 0.1 84 ± 3
β− 16.2 ± 0.1 16 ± 3
Auger (L-shell) 8.15 35 ± 1
Conversion (L-shell) 30.152 ± 0.001 58 ± 1
Conversion (M-shell) 42.540 ± 0.001 13.6 ± 0.2
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Figure 2.13.: 210Pb electron energy spectrum, including β− (blue), internal conversion (red),
Auger (orange), and shell-reorganisation (green) [48].

Continuing the SDS-II phase in standard mode, more background investigations were
planned and performed. To further validate the presence of 210Pb more signi�cant electron
energies had to be veri�ed. The reason why this signature was not seen during the SDS-I
phase is that, the L-shell conversion electron energy is in the same region as the double
arrival of two electrons within the detectors time resolution for the nominal setting of main
spectrometer voltage U0 = −18.6kV, post-acceleration voltage UPAE = +10 kV, and the
detector bias voltage Ubias = +0.12 kV. The energy di�erence between double arrived and
L-shell conversion electrons from 210Pb is about 1.5 keV so the peak could not be resolved
within the energy resolution of the detector. Lower post-acceleration measurements
(�g 2.11b) revealed the L-shell conversion electron adjacent to the two-electron peak
and the M-shell conversion electron peak, respectively [48]. Newer measurements with
di�erent settings clearly validate the presence of 210Pb and corresponding electrons [66].
In addition to the signature of the conversion electrons, there is also another indication of
the presence of 210Pb. Cluster events with a speci�c time-structure whose origins will be
explained as part of the background characteristics in sec. 2.2.5.

Contamination with 210Pb as part of the uranium-238 decay chain and the intermediate of
radon-222 must have occurred after the construction of the main spectrometer. Since it has
been electro-polished (see sec. 3.3), whereby such contaminants are e�ciently removed,
222Rn from the ambient air has adsorbed on the surface and disintegrated. This puts
222Rn back in the spotlight as a background source. Fabian Harms [48] appreciated the
contamination, more precisely, the activity of 210Pb over the time that the spectrometer was
�lled with air during the installation of the inner electrode. He also compared simulated
with measured data of 30 keV conversion electrons starting from the spectrometer surface
and the inner electrode, whose dimensions are about 1240 m2. He calculated the 210Pb-
activity from the data to∼ 1 kBq as a rough estimation, which is ten times smaller compared
to the overall activity from the ambient air during the installation. This number thus
serves as a guide to the rate of these background processes.
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2.2. KATRIN backgrounds

Due to the fact that the background is not fully understood yet, there is another frame-
work in which measurements are attempted to be reconciled with simulations in order to
obtain a consistent picture of the formation of the background. This framework forms
the constantly evolved Rydberg background model (sec. 2.3), in which 210Pb plays a major
role.

2.2.5. Characteristics of the remaining background

The remaining background that is, background of unknown origin has properties that
need to be known to build up a reasonable model. Since the background is about 50 times
larger than the design value of 10 mcps [60], much more interest was directed towards the
background. This has led to increased investigations that revealed important properties of
the background.

Figure 2.14 shows the spatial distribution of the background. On the detector event
representation, one can easily see the radial dependence, an increasing rate to outer rings.
An azimuthal dependence is also visible, pointing out an elevated rate at the upper left
with an decreased rate in the bottom right. This behaviour can be explained by a slight
misalignment of the beamline, inducing a shift of the magnetic �ux tube. Therefore more
secondary electrons from the spectrometer wall were measured due the magnetic �ux
tube is closer to the wall. The background rate, normalised to the volume each ring
observes with their corresponding �ux tube radii, shows two advantages. On the one
hand, measurements with di�erent magnetic �eld settings can be compared directly, while
on the other hand, each ring observes a volume of di�erent size which is now taken into
account.

Figure 2.14.: Detector event distribution of the spectrometer background in the standard ROI
with cold ba�es. Data set N2 (app. tab. A.1) from SDS-IIa to analyse the spatial
background distribution. On the left side one can see the background rate per
detector pixel. It shows a radial and azimuthal dependence. On the right side,
the background rate is shown in a detector ring-wise representation. The rate
on a particular ring is normalised to observed �ux tube volume and scaled to the
corresponding radii of the �ux tube in the analysing plane. The dashed red line
demonstrates two di�erent background contributions: 75% of the total rate is
constant throughout the whole volume, while 25% make up a radially increasing
proportion [48].
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2. The KATRIN experiment

Figure 2.15.: Asymmetric magnetic �eld con�guration to guide secondary electrons from the
spectrometer surface to the detector. The color indicates the ring boundaries on
the detector wafer from innermost (blue) to outermost (red) [48].

Figure 2.16.: The interarrival time distribution of consecutive electron events arriving at
the detector. Correlated events can be found for times smaller than 0.2 ms as
their trend is non-exponential. In contrast, the distribution shows a Poissonic
behaviour for larger times, indicating no correlation [67].

Figure 2.17.: Correlated events within 0.2 ms grouped in clusters. The cluster size scales as
an exponential, so a stochastic selection process is assumed [67].
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2.2. KATRIN backgrounds

The dominant proportion of the background, with 75%, appears to be homogeneously
distributed throughout the whole volume, while 25% consists of a radially increasing part
that can be explained by secondary electrons from the wall, di�using into the �ux tube.[48]

The rising rate to higher radii is explained by accidental cluster events whereby detected
electrons are correlated with their interarrival time. This is explained in the following.

To further investigate secondary electrons from the spectrometer surface an asymmetric
con�guration of the magnetic �eld (�g. 2.15) was set at the SDS-IIb phase. With this
con�guration it is possible to guide electrons from the inner surface to the detector and
measure their energy and rate. A surface area of about 250 m2 can be mapped onto the
detector [48]. This procedure is necessary to collect more statistics of secondary electrons
from the wall, at the normal setting only a few electrons could di�use into the �ux tube,
the others are magnetically guided back to the wall.

Figure 2.16 shows the results of interarrival time measurements. Within a short time
of 0.2 ms several events can be correlated as their distribution is not exponential. Above
0.2 ms the distribution corresponds to Possion-distributed single events and is therefore
uncorrelated. The increased rate for small times can be interpreted as the detection of
more electrons within a short time. Such an event is called a cluster event. To separate
these cluster events from single events, an algorithm was invented for radon-induced
background events which are proposed to be the major source of cluster events [48]. The
algorithm counts events within a certain time ∆t , if there are no more events the cluster
is complete. This results in a distribution of counts in comparison to their cluster size,
�g. 2.17. However, the cold ba�es suppress radon-induced background to a minimum
of about 36 ± 18 mcps, which does not match the measured background rate and cluster
presence.[67]

Cluster sizes with up to 40 events were not expected, while the magnetic mirror e�ect
of the MAC-E �lter strongly suppresses large cluster sizes [67]. A combination of random
two or more events at the same time can not be excluded in special cases. The events are
not spread arbitrarily on the detector, but instead the pixel distribution of these events
has in general two types. Firstly, the cluster events are packed together at adjacent pixels.
Secondly, two separated areas of adjacent pixels with smaller clusters are traced, as shown
in �g. 2.18.[67]

Figure 2.18.: Typical cluster event distribution on the focal plane detector demonstrating the
two types of event displays. On the left hand side the packed together cluster
event. On the right hand side, a cluster event with two separated areas of hit
pixels. Modi�ed by using the template of [67].
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(a) (b)

(c) (d)

(e)

(f)

Figure 2.19.: Radial background distributions (a): for elevated pressure (U) and medium
pressure (S) at the 5 Gauss setting. For data sets U and S, see tab. A.2 [48].
(b): for various symmetric magnetic �eld settings. For data sets L, P, and Q,
see app. tab.A.3 [48]. (c): as a function of the inner electrode potential. For
data set L, M, and N2, see app. tab. A.1 [48]. (d): at di�erent spectrometer
vessel potentials [48]. (e): In�uence of a vacuum bake-out procedure on the
spectrometer background. For data set N2 from SDS-IIa (red dots) and from
SDS-IIb runs ]24627 - ]24671 (blue rectangles) [48]. (f): Background rate for
increasing and decreasing temperature [51].
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2.2. KATRIN backgrounds

As mentioned before cluster events can also be explained by the presence of 210Pb. Under
the assumption the radioactive lead isotope decays in the spectrometer vessel wall and
generates electrons, the remaining 206Pb ion may leave the wall and propagate through
the spectrometer volume, causing electrons directly or indirectly upon impact with the
steel.

To further discuss the background characteristics, measurements depending on the pres-
sure (�g. 2.19a), the magnetic �eld (�g. 2.19b), the inner electrode potential (�g. 2.19c), the
spectrometer resolution (�g. 2.19d), the bake-out procedure (�g. 2.19e) and the temperature
(�g. 2.19f) are taken into account.

The radial background rate for di�erent pressure conditions (�g. 2.19a) shows an in-
creased rate at the outer �ux tube regions, whereas the inner region only slightly increases.
This may be due to an increased in�ow of electrons from the wall into the �ux tube. Low
energy secondary electrons are con�ned to small cyclotron radii and would therefore not
enter the �ux tube volume. However, the scattering probability of the electrons increases
with the pressure, whereupon they can be scattered into the �ux tube. Nevertheless, the
increased rate at the edge of the �ux tube, up to one meter into the spectrometer, can not
be explained by these secondary electrons.[48]

The radial pro�les of the background for di�erent magnetic �eld settings (�g. 2.19b,
app. tab. A.3) appears similar, apart from smaller �uctuations caused by azimuthal de-
pendencies. Due to higher magnetic �elds the radial �ux tube dimension decreases and
low-energy electrons are more e�ciently shielded. This similarity was an unexpected
observation, which implies that the non-radon induced background scales with the volume
of the �ux tube. The conventional background model based on secondary electrons from
the vessel wall stands in contradiction to this observation due to the consequence that the
electrons originate homogeneously distributed over the volume of the spectrometer.[48]

Figure 2.19c illustrates the in�uence of the inner electrode voltage on the radial back-
ground rate. As predicted the rate decreases with increasing inner electrode voltage, but
not as much as expected. Excluding the distortion in data set L for UIE = 0 V impinged by
inhomogeneous electric �elds, the three distributions show the expected radial behaviour
as in �g. 2.14. In addition the di�erence of the data sets M and N2 are shown, which remains
constant up to 3 m and increases to the outer �ux tube region, which is explained by the
more e�ective electrostatic shielding. However, the distribution of the inner rings does
not match the expectation. Electrons with medium energies (E < 100 eV) from the vessel
surface can only reach the inner �ux tube volume via a 2-stage process [52]. An electron
needs to be stored in the outer �ux tube regions and has to experience a slow drift towards
the spectrometer axis due to non-axially magnetic and electric �elds. This stored drifting
electron ionises residual gas molecules and generates background electrons. However, the
time scale of the drift into the inner volume is much larger than the corresponding storage
time of these electrons. Thus, the storage condition is broken before electrons could reach
the inner volume and the rate is expected to decrease signi�cantly radially to smaller radii.
The inconsistency of this minor constant background suppression opens questions about
a novel e�ect.[48]

Another �nding belongs to the main spectrometer high voltage, or the resolution,
respectively (�g. 2.19d). The background rate barely decreases with decreasing high
voltage, or worse resolution untill the absolute voltage drops below −500 V where the
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reduction is signi�cant. Some measurements were performed with asymmetric magnetic
�eld settings, so the outer rings (r & 2.5 m) are not taken into account. The relative
background reduction also remains constant over the volume, resulting in no explanation
for this observation. This is ongoing research by N. Trost and A. Pollithy.[48, 66, 68, 69]

Between the SDS-IIa and SDS-IIb phases, a vacuum bake-out procedure (�g. 2.19e) was
successfully performed. By heating the spectrometer vessel, adsorbed molecules on the
surface, such as H2O, can be removed and improve the surface conditions. This procedure
led to a background improvement of about 20%, but the same radial shape and brings up
the assumption that the remaining background is related to the surface conditions.[48]

The temperature also indicates a dependence on the background rate (�g. 2.19f). The
rate was measured for increasing and decreasing temperature resulting in a normalised
slope of 0.79 ± 0.12 mcps/K with a correlation factor of 0.6. This will be discussed as an
indicator of the Rydberg background model in sec. 2.3.[51]

Modifying the steep cone electrodeUSC or the post-acceleration voltageUPAE showed no
e�ect on the background rate [48]. Active countermeasures have complementary shown
that the remaining background does not result from stored electrons of radioactive decays
[51].

In addition, special dipole measurements were implemented to study the starting en-
ergies of stored electrons [69]. By applying a Penning trap (�g. 2.9) inside the main
spectrometer and increasing the depth of the trap stepwise, electrons with di�erent start-
ing energies can be separated. Subsequently, an electric dipole pulse is applied so that the
trapped electrons are removed from the system. By the comparison of the rate reduction
at a speci�c trap depth one can obtain the amount of electrons with starting energies
in the region of the trap depth. In the same manner electrons get trapped magnetically.
According to the same principle, electrons are trapped magnetically and their energies
investigated and compared with those of the Penning trap. The measurement revealed elec-
tron starting energies up to 4.5 eV, whose origin is currently not understood (see �g. 2.20)
[68, 69]. However, the Rydberg background model could be the solution of understanding
the remaining background of the KATRIN spectrometer.

(a) (b)

Figure 2.20.: Electron starting energies determined via (a) electric trapping and (b) magnetic
trapping [69].
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2.3. The Rydberg background model
The Rydberg background model describes an extension of the background sources in the
KATRIN main spectrometer. As already mentioned, the background has various charac-
teristics that are incompatible with previous considerations and studies. Consequently,
a model had to be developed, which could explain some or all of these characteristics.
The motivation of the model is mainly based on the measurements of the dependence of
the background on the inner electrode voltage (�g. 2.19c), the pressure (�g. 2.19a) and the
magnetic �eld (�g. 2.19b). These measurements revealed a nearly pressure independent
background source, which has a lower dependence on the inner electrode voltage than
expected and is also constantly distributed over the entire volume.

Rydberg atoms are highly excited atoms in states of high principal quantum number n
[70, 71]. They were named after the Swedish physicist Johannes Rydberg, who developed
the well-known Rydberg formula - the correlation of the wavelength with the principal
quantum number [72]. The Bohr model [73] is useful to explain some properties of these
atoms such as their size. The orbital radius

rn =
4πϵ0n

2~2

Zmee2 (2.3)

depends on the principal quantum numbern2 with ~ - reduced planck constant, ϵ0 - vacuum
permittivity, e - elementary charge,me - electron mass, and Z - atomic number. This leads
to the scaling of the geometric cross section σ ∝ n4. In general, the radius depends on
n and the angular momentum quantum number l . The solution of the radial part of the
Schrödinger equation Rn,l and the total hamiltonian is characterised by three quantum
numbers (n,m, l) [74]. The smallest possible orbital radius at Z = n = 1 for a hydrogen
atom is called the Bohr radius

a0 =
4πϵ0~

2

mee2 = 5.29 · 10−11 m = 0.529 Å .

Therefore, a hydrogen atom with a principal quantum number of n = 10 results in a
100-times larger orbital radius of r10 = 5.29 nm, and a geometric cross section of 104a2

0
[71]. The binding energy of the electron decreases with increasing principal quantum
number due to the larger radius, while the Coulomb force from the nucleus weakens. The
energy relation for hydrogen and hydrogen-like ions is given by

En = −
Z 2Ry

n2 = −
Z 2hcR∞

n2 = −
Z 2

n2 13.6 eV (2.4)

with the Rydberg energy Ry = 13.606... eV, is obtained from the Rydberg constant R∞ =
(mee

4)/(8ϵ2
0h

3c) [71]. For multi-electron atoms the hydrogenic energy formula changes
due to the core penetration (low-l states) or core polarisation (high-l states) to

Enl = −
Z 2
c Ry

(n − δl )2
= −

Z 2
c Ry

(n∗)2
. (2.5)

Introducing the the e�ective principal quantum numbern∗ = n−δl , where δl is the quantum
defect, dependent on the angular momentum quantum number l . The charge of the core is
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Zc [74]. Since the binding energy scales with n−2, highly excited electrons are only weakly
bound. These can therefore be easily perturbed or ionised by collisions or external �elds.
The long lifetime is also an important property of Rydberg atoms. The radiative transition
rate can be derived from the Einstein A coe�cient for nl → n′l′ transitions. The lifetime
depends mainly on the highest frequency and the l-state. The transition from low-l states
is almost independent from n, resulting in a lifetime-dependence of τnl ∝ n3. For maximum
high l states with l = n − 1, only n → n − 1 transitions are allowed, giving a τn(n−1) ∝ n

5

scaling [74]. By averaging the corresponding decay rate of all l ,m states of same n, one
obtains the useful expression τn ∝ n4.5 [75].

Figure 2.21.: Illustration of sputtered atoms, Rydberg atoms, and background electrons by
the radioactive decay of 210Po (red). The stainless steel and atoms from the steel
such as Fe and Cr are shown in grey. Oxygen atoms are shown in blue, the
remaining lead-ion in yellow, while the inner electrode is demonstrated in green.
Excited or metastable atoms are marked with ∗ and are surrounded with an
extended area.

The Rydberg atoms in the KATRIN main spectrometer are assumed to originate from
the spectrometer vessel wall due to the radioactive α-decay of implanted 210Po, a daughter
of 222Rn (see �g. 2.12), illustrated in �g. 2.21. While the remaining 206Pb-ion propagates
through the stainless steel vessel it scatters and may atomise atoms of the steel. Atomisation
describes the release of an atom from its compound and the lattice. Some of these atomised
atoms may scatter on other atoms and some leave the vessel surface and propagate into the
main spectrometer volume, which is called sputtering (see sec. 3.1)[76, 77]. The 206Pb-ion
may also leave the vessel steel and can sputter atoms again as it hits the opposite side of
the spectrometer wall. These sputtered atoms have the ability to be in highly excited or
metastable states [78–80] and since they are neutral, they are not a�ected by the inner
electrode so they can pass the wire electrode.

First assumptions of this model included the excitation to Rydberg states of hydro-
gen molecules, which are adsorbed at the inner spectrometer surface. Followed by the
ionisation of thermal radiation of the spectrometer vessel (see sec. 4.1). However, the
bake-out procedure e�ciently removes adsorbed atoms on the surface because they are
not chemically bound. Additionally, if the remaining background would only consist of
these hydrogen Rydberg atoms, the spectrometer bake-out would have led to a more drastic
reduction. Likewise, the ionisation by the black body radiation (BBR) is not satisfactory.
As will be explained in sec. 4.1, the energies of BBR-ionised electrons are on the order
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of meV, up to two orders of magnitude too low. Figure 2.20 shows that electrons with
energies up to 4.5 eV have to be generated and therefore other ionisation mechanisms
have to be taken into account.

Furthermore there are restrictions on the properties of the Rydberg atoms. Rydberg
atoms origination from the vessel surface have to be in a long-living state, thus the constant
background density can be explained - ionisation has to occur constantly distributed over
the entire volume. On the other hand their excitation has to be low enough that they
are not immediately ionised by the electric �eld between the vessel wall and the inner
electrode (see sec. 4.3). In addition, the ionisation process must not occur by the collision
with residual gas atoms, since the background rate does not have the appropriate pressure
dependence (see sec. 4.2). Metastable autoionizing states are the best candidate to explain
the measured electron energies, but are unlikely to provide the necessary lifetimes (see
sec. 4.4).

To prove some investigations corresponding this model, a radioactive 228� source was
attached to the main spectrometer. 228� is part of the 232� decay chain (see app. �g. A.1).
The half-lifes of the daughter nuclei are smaller than 3.6 days corresponding to 224Ra,
which prevents permanent contamination. While the source was attached, daughter nuclei
of the source will get implanted into the main spectrometer vessel stainless steel. The
intermediate 212Pb provides a suitable half-life of 10.64 ± 0.01 h to measure its activity
properly. The background measurements (app. �g. A.3) were performed with symmetric
and asymmetric magnetic �eld settings. Both veri�ed the expected half-life of 212Pb very
well [81]. A strong correlation between the electrons starting from the wall and the inner
volume was observed (see �g. 2.22). This observation manifests the presence of a common
background process of electrons originating from the wall or the inner volume.

Figure 2.22.: Comparison of the rates for symmetric and asymmetric magnetic �eld setting
of the thorium measurements [51].
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3. Simulation of spu�ered atoms
from the main spectrometer hull

Figure 3.1.: Illustration of sputtering process. Incident ion (brown) creates collision cascade
in material (grey), causing two atoms (blue) to escape. PKA - primary knock-on
atom by the ion, SKA - secondary knock-on atom by another atom.

Sputtering describes the removal of atoms from the surface of solids or liquids by
bombardment of particles with energies from eV to MeV. Besides the interaction of the
incident particle - atom, ion, molecule etc. - with solid surfaces, many secondary processes
occur, such as neutralisation, excitation or ionisation, backscattering and implantation.
Due to erosion by removing surface atoms, the morphology of the surface gets modi�ed.
Ion bombardment further causes the emission of electrons and of photons causing radiation
damage on the surface layers [77, 82]. At that, sputtering is not limited to incident particles
but also occurs with particles emerging within the material.

Based on ideas and simulation of our colleague A. Osipowicz [126] it is commonly
assumed that recoiling ions from radioactive decays within the KATRIN main spectrometer
vessel wall cause the sputtering of atoms related to the unknown background source. He
provided �rst considerations on this topic, which is the main motivation of this work.

The following section describes the theoretical basis of the sputtering process, as well
as the software SRIM used for simulation. The conditions of the main spectrometer were
studied and transferred to the simulation to obtain a more precise model of the sputtering
process and its characteristics as a further development of A. Osipowicz’s work.
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3.1. Theory of spu�ered particles
Figure 3.1 illustrates the mechanism of sputtering processes. An incident ion of certain
energy hits in a target, causing target atoms to escape their lattice binding due to inelastic
kinetic energy transfer. These atoms hit other target atoms again and these can be released
from the material. This is generally called a collision cascade and the amount of sputtered
particles depends on various parameters. It obviously depends on the starting energy, the
charge and the mass of the incident ion, but also on the target solid [83]. The atoms of the
material are in a lattice arrangement, which leads to a certain lattice binding energy of
each atom. This energy must be overcome in order to be able to knock on other atoms.
Likewise, the impacted atoms must overcome a surface binding energy to escape from the
material.

The �rst model of this process was invented by Thompson in 1968 [84–86]. He measured
the kinetic energy of ejected particles by bombarding gold with argon and xenon ions
with energies of 43 keV or 66 keV. He established some properties of the energy spectrum
of sputtered particles. He derived under the assumption of an inverse squared collision
potential V (r ) ∝ r−2, the energy spectrum. It shows a peak near the surface binding
energy U and decreases for higher energies as ∝ E−2. The full theoretical description of
the sputtering process was developed by Sigmund in 1969 [76]. Via solving di�erential
equations and the Boltzmann transport equation, he invented several equations that
describe the sputtering yield such as the energy or the depth of origin of sputtered particles.
Further he directly connected the energy spectrum with the surface binding energy U , his
energy di�erential sputtering yield is

dY

dE
∝

E

(E +U )3−2m . (3.1)

The parameterm corresponds to a model interaction potential V (r ) ∝ r−1/m [87].
More interest was devoted to the sputtering process such as the investigation of the

atomisation of molecules or clusters, and also their rotational and vibrational movement
[88–92]. Behrisch and Eckstein concluded the past e�orts to complete a set of equations
describing the sputtering process and its properties [77]. The most important one is the
approximation of the di�erential sputtering yield

∂3Y∆E∆Ω

∂E∂2Ω
= Y (E0, θ0 = 0)

2
π
(1 − 3m + 2m2)

U 1−2mE

(E +U )3−2m |cosθ |∆E∆Ω . (3.2)

Y (E0, θ0) is an approximate algebraic formula for the dependence of the sputtering yield
on the bombardment conditions. It depends on the nuclear energy deposition function FD ,
which is proportional to the nuclear stopping power Sn(E0) of the incident ion in the solid.
As mentioned before, m is a parameter of the approximate solutions of integral transport
equations for the atom-atom collisions potential V (r ) ∝ r−1/m with 0 ≤ m < 0.5. U is
the surface binding energy whose value is usually set equal to the heat of sublimation
since the surface binding energy is generally not well known. Its value is in the range of
1 − 10 eV.[76, 77]
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Figure 3.2.: Energy spectrum of the sputtering process. The model function is presented
by Y (E,U ,m) = c · (1 − 3m + 2m2) U 1−2mE

(E+U )3−2m , where c is a constant (here c = 1).
The plots are made with di�erent surface binding energies U and parametersm.
The maxima are marked with colored squares. The in�uence of changing one
parameter is also shown in the top right corner.

Figure 3.2 shows the theoretical energy spectrum depending on the surface binding
energy U and the model parameterm. It also illustrates the signi�cant characteristic of
the spectrum, the peak position, depending on the parameters. By deriving Y (E,U ,m) one
obtains the peak position as the zero of the derivative:

dY (E,U ,m)

dE
≡ 0 → Epeak = −

U

2(m − 1)
. (3.3)

Form = 0 it is equal to the half of the surface binding energy. Another characteristic is
the decreased maximum for increased U andm. This belongs to the model function of the
energy spectrum, since the integral of di�erent U andm, is always constant:

ϒ(E,U ,m) =

∫ ∞

0
Y (E,U ,m)dE =

[
U 1−2m((2m − 2)E −U )

2(U + E)2−2m

]∞
0
= 0.5 . (3.4)

In addition one can see the power-law scaling for higher energies & 50 eV, where the case
m = 0 represents Thompson’s predicted scaling of E−2 [85] and for the limit m → 0.5 the
power-law scales with ∝ E−1.

In order to complete the sputtering process, the presence of excited or metastable
sputtered particles is also taken into account. These could be the main background source
at the KATRIN main spectrometer.

Since sputtering is investigated, many theories and models came up to explain the
measured energy spectra of sputtered atoms. However, after excited atoms were detected,
�aws in the models were constantly detected. The models did not provide reliable forecasts
and had to be revised. During the 1980s many scientist tried to establish a uni�ed theory
of sputtering, which should explain measurements comprehensibly. First investigations
referring to the yield of excited sputtered atoms in comparison of the yield of neutral
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ground state atoms and ions indicated that the population of excited atoms possess higher
mean energies than the neutral ground state ones. This lead to the assumption that the
excitation of sputtered atoms only occurs in the far tail of the energy spectrum, resulting
in a small population. This and the comparison of the sputtering yield of secondary ions
(10−1−100) with excited atoms (10−4−10−2) infers the supposition that the excitation process
results from a di�erent e�ect than the ionisation. Thus, ionisation is not a special case of
excitation [93]. Roger Kelly [78, 94] has developed a theoretical framework to explain the
sputtering yields of sputtered neutral ground state, excited, ionised, and molecular species.
His theory is based on the inelastic energy transfer at collisions. He relates it to the earlier
investigations that the excited sputtered particles mainly get generated towards the high
energy tail. The formation of these excited atoms by resonance neutralisation of ions is
ruled out due to the high energies they allegedly have. During his work he pointed out
that excitation is only relevant for the outermost �rst and second atom layers, as excited
atoms in the solid rapidly dissipate. Earlier studies of sputtering atoms from cleaned and
oxidised metal surfaces revealed a correlation of the excitation process with the deposit
of oxygen - the oxygen e�ect [78, 95]. It was shown that the yield generally increases,
while decreasing the ground state population. The mean energy of the sputtered atoms
shifts to higher energies by a factor of 3 − 5 and higher excited states were present. Also
the population of ions and metastable sputtered atoms with excitation energies ∼ 1 eV
increased by an order of magnitude in analogy to the short-lived excited ones. The oxidised
metal surfaces resulted in the release of a large fraction of metal oxide quasi-molecules.
However, this behaviour was very di�erent for di�erent materials, sometimes the mean
energy increases, but it can also decrease or hardly change [95]. Likewise, the angular
distribution of oxidised and cleaned metal surfaced did not �t the model predictions [96].
These �ndings have made the establishment of an explanatory model very di�cult, as it
depends on the target compound itself. Nevertheless, although another e�ect of excitation
as by collision was substantiated, the energy spectrum of excited sputtered iron atoms
showed the same behaviour as the neutral ground state ones with less mean energy [97,
98]. This led to the removal of the previous assumption that the excited atoms are not
generated in a common process with the normal sputtered atoms. The excitation process
or the presence of excited sputtered atoms did not �t the models, but other scientists
developed the models. As it was now common that the excited sputtered atoms have the
same origin as the neutral ground state atoms, more information must be extracted from
the collision process [79]. Based on binary inelastic collision, the limiting angle of recoils
as well as the cross-section of excitation can be derived [99]. An important theoretical
description was developed by Konoplev [100], where a general formula for the minimum
transfer energy threshold was established. In a collision cascade, only inelastic collision
can excite atoms, which is a small fraction. A recoil has to gain a minimum energy transfer
in order to be in a excited state. Therefore, excited atoms recoiling with low energy can
only be set in motion by high energy particles [100].

However, all these e�orts have still not lived up to some observations. A. Wucher mea-
sured a high population of excited metastable sputtered silver atoms [80] with excitation
energies up to 3.75 eV, which was not expected, whereupon he concluded with Z. Sroubek
a new model of the excitation process [101]. The formation of the excited state due to the
electron promotion of binary collisions between the target atoms cannot explain the high
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3.1. Theory of sputtered particles

excitation probability, they observed for sputtered metastable Ag atoms. So they assume
that the sputtered atom ‘copies’ the equilibrium electronic state of the solid, which can
be modi�ed by collisional excitation [101]. The concept predicts the creation of d holes
by energetic collisions, which are screened by the conduction electrons, thus forming the
excited atom. This excitation propagates through the solid and is transferred to a sputtered
atom, resulting in a neutral excited Ag atom [77]. For other metals a high population of
metastable excited sputtered atoms with low kinetic energy was also observed leading
to the conclusion that the emission of excited atoms is caused by multichannel resonant
electron transfer (RET). This process describes the sputtered atom leaving the surface as
a positive ion and becoming neutralised into an atomic state by resonant transfer of an
electron from the valence band of the metal, i.e., a nonadiabatic tunneling of the electron
[77].

Figure 3.3.: Electron transitions between surface and projectile ion leading to formation
of holes (via resonant neutralisation) as well as electron-hole pairs (via Auger
neutralisation). Figure adapted from [102].

Electron exchange processes at metal surfaces play an essential role in many surface-
analysis techniques [103, 104] and they are investigated in experimental and theoretical
studies. Two basic charge transfer mechanisms between atoms or molecules and a solid
are known [105]. On the one hand resonant electron transfer and on the other hand
Auger processes, see �g. 3.3. At resonant electron transfer the energy level of the atom
is in resonance with the continuum states of the solid [105]. The general approach in
describing this resonant charge transfer in scattering atoms from a metal surface is based
on a solution of the Anderson-Newns Hamiltonian [104]. The metal electrons are described
by free waves inside a potential box with a depth equal to the sum of the work functionWϕ

and the Fermi energy. The atomic level shifts due to the interaction with image charges,
induced in the metal. As a consequence of the attraction to its image charges, the e�ective
ionisation potential decreases and an electron from the solid can tunnel into the atom and
vice versa as one-electron process.[104, 106]

Besides that, Auger processes are two-electron ones and are fundamental at the ion(atom)-
surface interactions as well [102, 105, 107, 108]. The Auger Neutralisation (AN) describes a
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3. Simulation of sputtered atoms from the main spectrometer hull

process, whereby one electron from the surface is transferred to a bound state of the atom,
while another becomes a surface excitation due to electron-electron interaction. In addition
the inverse process of Auger ionisation (AI) can occur, where an electron is transferred
to an energy above the Fermi energy with the generation of surface excitation, needing
kinetic energy of the atom because of energy conservation. Also Auger Deexcitation (AD)
has to be considered. Here an initially excited state decays into the ground state under
electron emission, directly or indirectly. The direct process is without electron exchange
from the atom or molecule to the solid, the excited electron decays into the ground state,
transferring energy to a solid electron causing an surface excitation or emission. Indirectly,
an electron from the solid decays into the ground state of the atom, so that the excited
one gains the energy and gets emitted.

3.2. So�ware SRIM
SRIM is a software package for the Stopping and Range of Ions in Matter [109–111]. Since
its introduction in 1985, it continuously evolved and the latest version was published
in 2013. With this software one can simulate the propagation of ions in matter and
calculate the stopping power in one-atomic targets and compounds. For these calculations
the program TRIM (Transport of Ions in Matter) is included, which deals with di�erent
methods. Up to eight layers of di�erent size and composition can be set to simulate the
propagation. In addition, the �nal 3D distribution of the ions as well as energy loss by target
damage, sputtering, ionisation, and phonon production is provided. For this work the
production of sputtered atoms and their distribution, provided by the extension TRIM.SP
[112] is of interest. Choosing the TRIM calculation type ‘Recoil cascades and monolayer
steps (full cascades)’, one obtains a detailed calculation of all target atom cascades as
well as detailed information of atoms leaving the target, such as their energy, exit angle,
position, and chemical element.

The basic principle is to follow the primary ion, while it moved either into or out of the
target. Every particle, recoil atom, or ion is tracked until it either leaves the target or its
energy has fallen below a certain threshold. The collision cascades are now considered
by following the primary knock-on atom (PKA). The PKA may knock on another atom -
SKA (secondary knock-on atom), leave the target, or fall below the energy threshold. In
case of a secondary knock-on, now the SKA will be tracked untill one of the termination
conditions are ful�lled. If all secondaries are treated, the primary ion is followed up and
the procedure restarts.[112]

The collisions are classically described by elastic binary collisions by an interaction
potential, depending on the energy - binary collision approximation (BCA). Hereby the
energy loss to electrons can be handled separately as an inelastic energy loss [77]. The
scattering angle in the center-of-mass system is determined by an integral of the impact
parameter p and the interaction potential V (r ) with energy and momentum conservation:

ϑ = π − 2p
∫ ∞

R

©«
r 2√

1 − V (r )
Er
−

p2

r 2

ª®®¬dr , (3.5)
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where r is the distance between the two colliding atoms and R the apsis (closest approach)
of the collision [77, 113]. The surface is treated as a randomised target, thus avoiding the
lengthy procedure for determining the position of the next collision partner. An atom
has to overcome the surface binding energy, which has a signi�cant in�uence upon the
total sputtering yield. In general the heat of sublimation is used as an input. It acts in the
form of a planar attractive potential upon the atoms which attempt to leave the surface
and cause a refraction or even a re�ection back into the solid [112], which causes the
maximum of the energy distribution to non-zero (see. Fig. 3.2). In general the surface
binding energy is not known, especially as it depedends on the surface topology. Therefore,
the application of the heat of sublimation is a good mean value, because these values
are determined experimentally, without speci�c topology. In compound targets, only a
interpolation according the compostition can be assumed. The lattice binding energy with
an approximated value of ELB ∼ 3 eV and a displacement energy of 5 − 30 eV is also taken
into account, speci�ed by the chemical element. The electronic energy loss is calculated
via a combination of Lindhard-Schar� and Bethe-Bloch stopping powers, the latter is valid
up to relativistic energies.[112]

The major advantages of BCA programs are the speed of calculations in addition to the
detailed information about sputtering yield, backscattering, transmission, and radiation
damage. The e�ect of di�erent angles of incidence or energies can thus be quickly cal-
culated and compared, since these programs are about four orders of magnitude faster
than molecular dynamics ones. However, they also come with disadvantages, e.g. that
a low energy moving atom collides only with one single target atom or the concept of
asymptotic trajectories, which is not satisfactory at low energies. The comparison with
experimental data actually shows a very good agreement, so that these disadvantages do
not in�uence signi�cantly.[77]

3.3. Composition and surface of the main
spectrometer stainless steel

To get reliable information about the sputtering process in the main spectrometer, it is
necessary to know the composition of the stainless steel. The material speci�cation of the
main spectrometer vessel reads EN 10028-7 - 1.4429 (AISI 316 LN, X2CrNiMoN17-13-3),
shown in table 3.1. It consits of an austenitic chromium-nickel-molybdenum stainless
steel with additions of nitrogen. This material was selected due to its good results for
UHV-technology, permeability, and radioactivity [114, 115].

Table 3.1.: Chemical composition of the KATRIN main spectrometer stainless steel 1.4429,
values are given in % (neglecting the traces of P, S and Si) [115, 116].

C Mn N Cr Mo Ni Fe

≤ 0.03 ≤ 2 0.17 ± 0.05 17.5 ± 1.0 2.75 ± 0.25 12.5 ± 1.5 balance
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3. Simulation of sputtered atoms from the main spectrometer hull

Table 3.2.: Chemical composition of the stainless steel and its passive layer for the simulation
with SRIM, given in %. Compounds only present in traces or that do not characterise
the steels properties are neglected.

Fe Cr Ni Mo Mn N O C

Passive layer (35 Å) 15 20 5 0 0 0 50 10
Vessel 64.5 17.3 13.4 2.6 2 0.15 0 0

(a) (b)

Figure 3.4.: (a): Coordinate system of simulations. The x-axis depicts the depth, the y- and
z-axis the lateral extension including the directional cosine angles θi . The inner
surface is therefore placed in the yz-plane at x = 0. (b): Histogram of the implan-
tation pro�les. The X-pro�le corresponds to the depth (x-axis) of implantation is
shown in red. The lateral pro�les along y in blue and z in green, respectively.

Figure 3.5.: 2D Implantation pro�les for the xy- and xz-plane. The colour indicates the amount
of implanted particles.
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The steel was electropolished after completion. Electropolishing (EP) is a polishing process
of electrochemical anodic dissolution. The workpiece serves as an anode, immersed in an
electrolyte. Together with a cathode in the solution and a power supply, the metal surface
oxidises and dissolves in the electrolyte. Due to this mechanism, a viscous �lm will be
formed on the anode, preventing the increase of the electrochemical reaction e�ciency.
Lastly a passive layer of smooth roughness is formed, which enhances the corrosion
resistance [117]. The e�ects of EP on the stainless steel 1.4429 have been extensively
investigated, giving to the surface composition and passive layer depth with various
electrolyte concentrations or currents at di�erent temperature and times [118–122].

The main spectrometer stainless steel was electropolished with DERUSTIT CN 18 [123]
for about 20 minutes at 40◦ − 50◦C. Afterwards it was rinsed and pickled with DERUSTIT
CN 15 [124]. CN 18 contains > 40% phosphoric and > 35% sulfuric acid, where CN 15
contains < 25% sulfuric acid without phosphoric.[125]

Concluding the investigations from the literature and the procedure for the main spec-
trometer stainless steel vessel, one can estimate some characteristics referring the surface
structure and the passive layer composition. The passive layer is characterised by a large
amount of oxygen, bounded to chromium and iron oxides (Cr2O3, Fe2O3, FeO). The ratio
of chromium to iron changes with the passivation time [122], and the surface roughness is
about 15 Å. This information led to the chemical composition of the stainless steel vessel
and its passive layer for incorporation into the simulations with SRIM (see tab. 3.2).

3.4. Energy and angular distributions of spu�ered
atoms

In order to roughly mimic the important sputtering process induced by radioactive decays
of 210Po into 206Pb, three simulations were performed. Starting with the implantation of
210Pb via radioactive decay of 214Po into the main spectrometer steel (see �g. 2.12). The
implanted particles start under various angles within the stainless steel with a certain
energy and cause sputtering. Some of these implanted atoms may leave the vessel steel
and may cause sputtering as they hit the opposite site of the spectrometer [126].

During the �rst α decay (214Po), the energy Q = 7.834 MeV is released, corresponding
to the kinetic energy of the daughter nucleus to

Tdaughter '
mα

mmother
·Q → T210Pb =

4u
214u

· 7.834 MeV = 146.4 keV . (3.6)

The starting parameters of the 210Pb ions are their position, energy and direction. The
energy was set constant to Eimplant = 146 keV as well as the position to (x,y, z) = (0, 0, 0).
The direction is de�ned by three angles, the directional cosines, see �g. 3.4a. They are
de�ned by the normalised scalar product of the velocity vector ®v with the coordinate axes
vector ®ei (i = x,y, z) and are directly related to the direction of the velocity via:

αi = cos(θi) =
®v · ®ei
| ®v |

, ®v = | ®v |
©«
cos(θx )
cos(θy)
cos(θz)

ª®¬ . (3.7)
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3. Simulation of sputtered atoms from the main spectrometer hull

Table 3.3.: Parameters of the implantation simulation of 210Pb. The starting positions entries
are values in Å and the ranges [a,b] for the cosines denote a ≤ cos(θi ) ≤ b
uniformly distributed.

Energy (keV) Position cos(θx ) cos(θy) cos(θz) Started Implanted Backscattered

146 (0,0,0) [0,1] [-1,1] [-1,1] 20000 18216 1784

Table 3.4.: Parameters of the explant of 206Pb, i = x,y, z. The �rst row indicates the �rst
sputtering process of the explantation simulation. The second row relates to the
second sputtering process due to transmitted Pb-ions.

Energy (keV) Position cos(θi ) Started Transmitted Sputtered Yield (atoms/ion)

103 various [-1,1] 18216 3523 394885 21.68
various various various 3523 – 36633 10.39

The input parameters as well as results of the implantation simulation can be seen in
tab. 3.3. 8.92% of the particles were backscattered and therefore not implanted, so 18216
particles are implanted.

Their two-dimensional spread is shown in �g. 3.5 and the 1D distribution in �g.3.4b. The
mean depth is 141.1 Å and the mean lateral spread 135.9 Å. Sputtering is not considered
during implantation since this occurred when the spectrometer was at ambient air and
thus does not contribute to the background.

The implantation pro�les de�ne the starting positions of the 206Pb-ions. Table 3.4 shows
parameters and results of the second simulation, whereby all directions are taken into
account, including the range [-1,1] for cos(θx ), which represents a full 4π -sphere. Two
of these cosines are uniformly distributed, de�ning the third one since the length of the
direction vector (cos(θx ), cos(θy), cos(θz)) has to be equal to one, so each direction has
the same probability. The energy is constant at 103 keV, calculated via eq. 3.6 and the
corresponding released energy of Q = 5.407 MeV. The positions are gathered from the
implantation simulation. 6895 of the 18216 implanted particles caused the sputtering of
atoms, while 2264 Pb-ions are transmitted into the spectrometer volume. These transmitted
particles cause again sputtering as they hit the opposite side, which presents the third
simulation. By adding up the sputtering yields, one obtains an overall yield of

Y =
431518 atoms

6895 ions
= 62.58

atoms
ion

,

which is also called the multiplicity of the sputtering process. App. �g. A.4 shows the
distributions of the amount of sputtered atoms of the di�erent elements. The amount
is not scaled so the entries correspond to the sputtering yield, caused by 18216 initially
Pb-ions.

Y (U , E,m) = c · (1 − 3m + 2m2)
U 1−2m · E

(U + E)3−2m (3.8)

42



3.4. Energy and angular distributions of sputtered atoms

is the model function, used to �t the energy distributions of the sputtering yield (�g. 3.6),
which are normalised to the number of 206Pb-ions. Each chemical element is �t, resulting
in the parameters U and m in app. tab. A.4, the calculated peak position is also shown.
Assuming the same interaction potential for all elements, the �ts are repeated with the
mean of the parameterm withm = 0.24512, which improved the calculated peak positions
(see. eq. 3.3) of oxygen, carbon, and nickel. The �t surface binding energy U as well as its
theoretical input, the peak position, and the amount of sputtered atoms can be seen in
tab. 3.5. The amount of manganese, molybdenum, and nitrogen is very low, so they are
neglected, however, these elements are not present in the passive layer. They propagated
through the passive layer and are transmitted, so it is plausible that this also applies to
other elements. It can therefore be assumed that the sputtered atoms do not originate only
from the surface layer.

Table 3.5.: Number of sputtered atoms, �tting results: parameterU and c at �xedm = 0.24512,
the theoretical surface binding energy Esub,theo and the calculated peak position
Epeak.

Element Sputtered U (eV) c Esub,theo (eV) Epeak (eV)

O 235074 0.8635 ± 0.0032 6.759 ± 0.015 2.00 0.572
Cr 70068 2.1527 ± 0.0156 2.001 ± 0.008 4.12 1.426
Fe 54985 2.2893 ± 0.0197 1.469 ± 0.007 4.34 1.516
Ni 17402 2.4084 ± 0.0394 0.477 ± 0.004 4.46 1.595
C 16970 3.5784 ± 0.0595 0.498 ± 0.004 7.41 2.370

Figure 3.6.: Energy distribution of the �rst sputtering process, scaled to the total number
of contributing Pb-ions (6895) with 0.1 eV binning. Fit with the model function
eq. 3.8.
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Figure 3.7.: Angular distributions. Polar angular distribution (left) and Azimuthal angular
distribution (right), scaled to the total number of contributing Pb-ions.

In contrast to the implantation pro�le, the coordinate axes (�g. 3.4a) changed to illustrate
the angular distributions. The x-axis changed its direction, so a vector with a polar angle
θ = 0◦ is therefore perpendicular to the surface, pointing into the spectrometer volume.
The y- and z-axis remained, ϕ = 0 is de�ned to be parallel to the y-axis. The polar and
azimuthal angle distributions are shown in �g. 3.7. The azimuthal angle is uniformly
distributed from 0◦ to 360◦, the slightly higher rate peaks belong to the direction with
θ = 0◦, where ϕ is not well de�ned. The polar angle distribution shows a maximum at
≈ 16◦ and a gaussian-like tail to 90◦. The element-wise representation of the polar angular
distribution is shown in app. �g. A.5.

Additional plots can be found in app. A.2, such as the energy and angular distribution
of the transmitted Pb-ions app.�g. A.7 as well as the energy and angular distribution of
the second sputtering of the explantation process app.�g. A.9. Additionally the 1D and 2D
distributions of the positions of 206Pb-ions inside the spectrometer vessel wall app.�g. A.11.

As well as the energy, the corresponding velocity distribution is also important. The
velocity can easily be calculated via:

v =

√
2 · E
matom

· 9822.695
m
s
. (3.9)

In this connection, the velocity factor 9822.695 arises from the units transformation

[v] =

√
eV
u
= 9822.695

m
s
,

since the energy is given in electronvolts and the masses of the atoms in atomic mass
units u. By applying this formula to the model function, one obtains the velocity model
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function Ỹ (v, c,m,matom) with changed constants:

c̃ =
c · (1 − 3m + 2m2) ·matom

2 · (9822.695)2

k̃ =
matom

2 · (9822.695)2

Ỹ (v) = c̃
U 1−2m · v2

(U + kv)3−2m . (3.10)

The velocity distributions can therefore be derived with the previously adjusted parameters
from the energy distribution (tab. 3.5) and are shown in �g. 3.8. The corresponding peak
values are calculated in tab. 3.6 and the time-of-�ight curves are illustrated in �g. 3.9 for a
further estimation of the necessary lifetimes of the possible metastable atoms.

Table 3.6.: Calculation of the peak velocities via eq. 3.9 with the energy peak values and the
atomic masses.

Element Epeak (eV) atomic mass (u) vpeak (m
s )

O 0.572 16 2626.54
Cr 1.426 52 2300.40
Fe 1.516 56 2285.61
Ni 1.595 58 2302.63
C 2.370 12 5715.52

Figure 3.8.: Velocity distributions Ỹ (v) of the most common elements: oxygen, chromium,
iron, nickel, and carbon. The curves are calculated with the velocity model
function eq. 3.10 and have the same style as the energy �ts.
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Figure 3.9.: Time-of-Flight curves of the most probable velocities (vpeak) of each atom. Two
borders at velocities of vlow = 100 m/s and vhigh = 40000 m/s are also shown.

The implantation of 210Pb and the explantation of 206Pb by radioactive decays into
the compound of the main spectrometer stainless steel is feasible. The implantation
pro�le of 210Pb with a kinetic energy of 146 keV showed an average implantation depth
of x ≈ 140 Å. The subsequent sputtering simulation of the 206Pb-ions, initiated at the
implantation positions, revealed a sputtering yield of about 63 atoms per contributing ion,
taking into account a secondary process of the transmitted ions. The energy distributions
showed signi�cant maxima of values in the order of ≈ 1 eV, corresponding to velocities
of the atoms in the order of 2500 m/s. The energy distributions can be well described
with a model function, provided by Eckstein [77]. The acquired velocities give insights to
properties metastable atoms must have in order to be the main background source. The
time-of-�ight illustrates a necessary lifetime of these atoms of several milliseconds. Since
the background density is constant over the entire volume, the metastable atoms should
live long enough, so they can overcome a �ight distance of up to 10 m, the spectrometer
radius. Further discussion is given in sec. 4.2.

The software SRIM is suitable for examining some characteristics of the sputtering
yield. In particular, the implantation pro�les are very illustrative at high precision. The
energies and angles of the sputtered atoms are calculated approximately, however they
correspond to the expectation from the theory and are calculated quickly. Some problems
were detected, such as an unexplained energy shift around the sublimation heat. The
energy distributions only started from this value, so they have to be shifted back by this
heat value. Likewise, the heat of sublimation is merely an orientation value and can only
approximate as the surface binding energy, if its available. This is not the case for gas
atoms such as oxygen and nitrogen. Often, the calculations have not been completed to the
full number of primary particles, which subsequently had to be repeated in a second pass.
Problems have also arisen with the representation of numbers, e.g. with decimal points and
exponential notation. In addition, it is not satisfactory that the atomic composition is only
randomly distributed and molecules as well as ions or excited atoms are not considered
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at all. Nevertheless, the simulation provided important characteristics of the sputtering
yield, which contribute to the further development the Rydberg background model.
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4. Ionisation mechanisms of Rydberg
atoms

4.1. Ionisation by black body radiation

(a) (b)

Figure 4.1.: (a): Black body radiation distribution at T = 293 kelvin, described by Planck’s
law as a function of energy. (b): Electron binding energy of hydrogen atom as a
function of the principal quantum number n of the Bohr model.

The interaction of Rydberg atoms with thermal radiation, i.e. black body radiation (BBR)
is of special interest. The energy spacing between neighbouring states of high principal
quantum numbers (n+,n−) can be calculated with the Rydberg formula:

∆E = E(n+) − E(n−) = −Ry

(
1
n2
+

−
1
n2
−

)
, (4.1)

with n+ > n− and Ry = 13.606... eV. The maximum of the black body radiation distribution
is ≈ 0.07 eV (see �g. 4.1a). The energy spacing ∆E ≤ 0.1 eV corresponds to the tuple
(n+,n−) = (7, 6), therefore Rydberg atoms are strongly a�ected by black body radiation,
even at room temperature [71]. In addition the coupling to thermal radiation is large due
to large dipole matrix elements of transitions between Rydberg states. Hence, an excited
state switches to other energetically nearby states by BBR-induced dipole transitions. The
e�ective lifetime of one state is described by the sum of inverse decay rates. These rates are
the spontaneous decay rate Γnl by radiative transitions and the BBR-induced decay rate ΓBBR .
Since the black body decay rate scales with n−2, while the spontaneous one scales with n−3,
it is evident that the black body radiation rate exceeds the spontaneous emission rate at
high enough n, even for low l , altough Γnl decreases rapidly with increasing l [71]. The rate
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of BBR-induced transitions can be ten times larger than the rate of spontaneous transitions
to neighbouring Rydberg states [127] in the case of a n = 18, l = 17 hydrogen-like state.

A∗ + ~ωBBR → A+ + e− . (4.2)

In addition to radiative nl transitions, black body radiation can also photo-ionise highly
excited Rydberg atoms and generate very low energy electrons. The energy distribution
can be seen in �g. 4.2 and holds the condition

EBBR,e− = ~ωBBR −
Ry

n2 , (4.3)

whereby the photon energy ~ωBBR must exceed the ionisation threshold of the excited
atom. Electrons from Rydberg photo-ionisation at room temperature thus have low energy
since the energy of the photons rarely exceed 0.25 eV. The kinetic energy is below 0.15 eV
and therefore lower than the energy resolution of the KATRIN main spectrometer, so
they cannot be magnetically stored. The bound-free matrix elements of this process are
complicated and di�cult to compute since the basis of the bond states contains no free
states and no orthogonality is given [128]. For calculation up to high n, one set of equations
exists, providing the computation. With these the ionisation cross-section, dependent on
the bound-free matrix elements Rnl reads

σ ion
nl (ωBBR) =

4π 2αωBBR

3(2l + 1)
[lR2

nl→E,l−1 + (l + 1)R2
nl→E,l+1] . (4.4)

The ionisation cross-section in conjunction with the black body radiation spectrum
(�g. 4.1a) lead to the electrons energy spectrum [128].

Figure 4.2.: Electron energy spectrum emitted from BBR photoionisation for di�erent n and
constant l = 1 at 293 kelvin [128].
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4.2. Penning ionisation

Figure 4.3.: Process of Penning ionisation. Ionisation of an (excited) atom X (∗) by collision
with an excited atom A∗ under electron emission. Adapted from [129].

Penning ionisation describes low energy collisional ionisation under electron emission,
discovered and �rst described by Penning [130]. As shown in �gure 4.3, two atoms collide,
at least one which is excited. In this case atom A∗ is the excited one and X (∗) the collisional
partner, which may be excited. Due to the excitation of A∗, an electron-hole is present
into which an electron of X (∗) can be transferred. As an example from [129], metastable
helium He(23S) and ground state hydrogen H(12S) approach each other. Attraction due
to van der Waals force leads to overlapping of their electron clouds by forming a excited
quasi-molecule. A strong probability that the electron from ground state hydrogen jumps
into the lower orbit of helium is present, if the spin state is appropriate, followed by
emission of the excited electron. By considering energy conservation and neglecting
kinetic energy, the excited electron gains the energy di�erence

∆E = Ee− = Eexc(A
∗) − Eion(X

+) (4.5)

of the initial and �nal state, whereby subscript ‘exc’ means excitation and ‘ion’ ionisation.
In general more �nal states are possible, either the formation of a ground state atom

with an ion, or the formation of a molecular ion, accompanied by an electron. The reactant
X (∗) can also be a molecule which gets ionised, dissociated and ionised, or dissociated
under formation of a negative/positive ion pair [129, 131–136].
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A∗ + X → A + X+ + e− Penning ionisation (atomic) (4.6)
A∗ + X → AX+ + e− Associative ionisation (4.7)
A∗ + X2 → A + X+2 + e− Penning ionisation (molecular) (4.8)
A∗ + X2 → A + X+ + X + e− Dissociative ionisation (4.9)
A∗ + X2 → A + X+ + X− Negative/positive ion formation (4.10)

These reactions are collectively called chemi-ionisation reactions in order to restrict
Penning ionisation only to reaction 4.6 and 4.8. The electron energy is dependent on both
the initial kinetic energies and the potentials of the �nal states, which can be described by
Lennard-Jones potentials. This may lead to kinetic energies of emitted electrons up to few
electronvolts [129, 132].

For the case of interacting excited or Rydberg atoms, the quantum mechanical state of
the atoms has to be considered. The interaction potentials are mainly lead by dipole-dipole
interactions due to their large dipole momenta, when the electron is ‘far’ away from the
ionic core [137–139]. These interactions are of greater interest because of their application
in quantum information and quantum simulation science as well as quantum mechanical
description of ultra-cold systems [139–146]. Figure 4.4 illustrates the resonant coupling
of an atomic pair of excited atoms. Through dipole interaction, the pair undergoes an
Auger-type process including ionisation and electron emission without the necessity of
overlapping electron clouds. The energy level diagram on the left side shows the de-
exciting atom (subscript ‘d’), the one on the right, the ionising atom (subscript ‘i’). The
transition energy from (nd, ld) to (n′

d
, l′
d
) can be calculated via the Rydberg formula eq. 4.1

and has to be larger than the ionisation energy ε0 of the ionising atom, determined with
eq. 2.5, to ionise the atom. Considering ε0 as a theoretical transition of the de-exciting
atom, one obtains the �nal electrons energy vie eq. 4.1

ε′i = −Ry

(
1
nth
−

1
n′
d

)
. (4.11)

Figure 4.4.: Illustration of energy levels at the dipole-dipole interaction mechanism of two
excited atoms. Resonant coupling of an atomic pair to the continuum via an
Auger-type process. Adapted from [144].
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4.2. Penning ionisation

To investigate the impact of Penning ionisation as a solution of the remaining back-
ground, simulations with Kassiopeia were performed. As a starting point, using an activity
of ≈ 1 kBq, one thousand decays of 210Pb in the main spectrometer vessel wall during one
second, followed by the formation of Rydberg atoms. were simulated. These particles
maintain a uniformly distributed energy between 8 eV and 30 eV and are emitted under
various polar angles de�ned by a Gaussian with a mean of 16◦ and sigma of 28◦. The polar
angle is uniformly distributed between −180◦ and +180◦. At each decay, 24 particles start
at diced positions from the inner surface. In conclusion during one second 24000 particles
start from the inner surface with various energies under various angles to verify possible
interactions within the spectrometer volume. However, this simulation provided no indi-
cation of background arising from colliding Rydberg atoms, since the closest approach
was only 45 cm. In addition this simulation yields to the path length of each atom, which
is shown in �g. 4.5a. It nicely demonstrates why the mean lifetime of excited atoms should
be in the order of milliseconds, as most �y the length of the spectrometer diameter.

In contrast, Penning ionisation is always present near the surface. Figure 4.5b shows
the lateral distribution of starting positions of sputtered atoms from the surface of one
single decay event, evaluated with SRIM. This example, 60 atoms got sputtered, spread
over an area of ≈ 70 nm2. The size of excited atoms scales with n4, so that this area
would correspond to the size of an excited hydrogen atom with n = 9.72. If only 10%
of these sputtered atoms are excited, one can assume that each electron cloud intersects
with another. This overlap would e�ciently cause the ionisation of some atoms near the
surface. The necessity of excited atoms inside the spectrometer volume therefore leads to
the conjectures that either only a very small fraction of excited atoms are generated which
do not interact with other sputtered atoms or Penning ionised atoms capture electrons in
a high state and re-ionise within the volume.

(a) (b)

Figure 4.5.: (a): Path length distribution of particles started from the inner surface under
various angles as described in the text. (b): From SRIM simulation, the starting
positions of sputtered atoms from one decay event.
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4. Ionisation mechanisms of Rydberg atoms

4.3. Field ionisation

4.3.1. Behaviour of Rydberg atoms in fields

Rydberg atoms are strongly a�ected by external �elds because the electron binding energies
are low and the dipole moment high, thereby external �elds may reach similar strengths as
the nuclear Coulomb �eld. In order to compare �elds with the atomic energy levels, atomic
units are introduced. As a starting point, the in�uence of external electric or magnetic
�eld becomes comparable with the Coulomb �eld when they reach the atomic units

F0 =
e

4πϵ0a
2
0
= 5.142 · 1011 V

m
, (4.12)

B0 =
~

ea2
0
= 2.351 · 105 T , (4.13)

for an electron in the hydrogen ground state. These �eld strengths are far beyond exper-
imental reach, but accesible for high excited states, since the necessary strengths scale
with the principal quantum number n [71, 74]. This will be shown in the cases of elec-
tric and magnetic �elds, separately. During this chapter, atomic units are used, whose
transformation is shown in app. tab. A.5.

Atoms in electric fields

An external electric �eld ®F introduces the perturbing potential

VS = − ®d · ®F ,

where ®d =
∑
i

qi®ri (4.14)

is the dipole moment of the atom and i runs over all electrons in the atom. This perturbation
is called the Stark e�ect, which couples l and l ± 1 states of the samem by electric dipole
matrix elements. Since l is no longer a good quantum number, it is common to work in
parabolic coordinates

χ = r + z

η = r − z

φ = tan−1
(y
x

)
, (4.15)

where the Schrödinger equation becomes separable and solvable. This transformation
leads to a new set of quantum numbers in relation to n andm

n = n1 + n2 + |m | + 1
k = n2 − n1 . (4.16)

For �xedn andm, there aren−|m | possible values ofk ranging from−n−|m |+1 ton−|m |−1,
so the tuple (n,k,m) speci�es the Stark eigenstates [146]. The electric �eld perturbs the
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4.3. Field ionisation

(a) (b)

Figure 4.6.: (a): Combined Coulomb-Stark potential along the z-axis when a �eld of 5·10−7 a.u.
(2700 V/cm) is applied. The red state (R) is near the saddlepoint, and the blue state
(B) is held on the up�eld side of the atom by an e�ective potential (dashed) [74].
(b): Energies of hydrogen m = 0, n = 9, 10, 11 levels as a function of electric �eld
strength ε . The dashed line indicates the classical ionisation limit F = E2/4 and
their onset of the broadening is at an ionisation rate of 106 s−1 [74].

hydrogen atom and shifts its energy levels, which can be analytically expressed by

E = E(0) + E(1) + E(2) + ...

= −
1

2n2 +
3
2
knF −

1
16
[17n2 − 9m2 + 19 − 3k2]n4F 2 + ... (4.17)

The correction E(1) is called the linear Stark e�ect and E(2) the quadratic Stark e�ect, which
is the lowest order contribution for ground state atoms since n = 1 leads tom = k = 0.

Considering an electric �eld F applied parallel to the z-axis, the total potential for a
hydrogen atom in atomic units reads

V = −
1
r
+ Fz . (4.18)

It has a saddle point at z = −1/
√
F , where the potential is V = −2

√
F . This e�ect is

shown in �g. 4.6a with the presence of so called red and blue Stark states. These states
are characterised by the maximum values of k under the assumption of m = 0. The linear
energy shifts are thus maximal whereby either n1 − n2 = n − 1 shifts the energy up (blue
state) or n2 − n1 = n − 1 shifts it down (red state). Figure 4.6b shows the level crossing of
a hydrogen atom with m = 0 and principal quantum numbers n = 9, 10, 11. The linear
Stark e�ect causes the energy splitting described by k and the crossing of di�erent n levels,
if the applied �eld is su�ciently high. In general the Stark e�ect of other atoms is not
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4. Ionisation mechanisms of Rydberg atoms

identical to that observed in H, states of nonzero quantum defects join the Stark manifold
at some nonzero �eld and the levels of blue and red states avoid crossing, which can be
seen in app. �g. A.12 in the case of Na.

Classically, ionisation occurs if the energy E lies above the saddle point in the potential
eq 4.18, which requires the �eld

F =
E2

4
=

1
16n4 . (4.19)

The red and blue states ionise at very di�erent �eld strenghts since their energy can be very
di�erent. The energy of extreme red states is signi�cantly lower, therefore, these states
ionise at lower electric �elds. Quantum mechanically tunneling through the potential
barrier also has to be taken into account, which slightly lowers the ionisation limit as well.
Due to �nite size of ionic cores of other elements than hydrogen, level crossing between
red and blue states of di�erent n is avoided. However, classical ionisation also occurs
above the ionisation limit eq. 4.19, in which the same coupling between hydrogenically
stable blue states and degenerate red states continua leads to the autoionization of the
blue states [147]. As a consequence, all states above the classical ionisation limit ionise
at experimentally signi�cant rates, while for higherm states, where the core coupling is
smaller, the behaviour is more similar to hydrogen [74].

In addition to static electric �elds, varying �elds which cause ionisation also has to be
considered. This phenomenon is often investigated and theoretically described, e.g. the
ionisation of excited atoms by short pulsed laser �elds - Stark kick ionisation [71, 147–157].

Atoms in magnetic fields

The in�uence of magnetic �elds is called Zeeman e�ect [158] and describes the interaction
of atoms with an external magnetic �eld ®B, its potential reads

VZ = −®µ · ®B =
µB
~
(дl ®L + дs ®S) · ®B +

e2

8mc2 (
®B × ®r )2 . (4.20)

Here, ®µ is the magnetic moment, µB the Bohr magneton, and дi the orbital д factors
дl = 1,дs ≈ 2. In general, three cases of Zeeman e�ect are present depending on the
magnetic �eld strength. The relative strength of the magnetic �eld a�ects spin-orbit
coupling. If the magnetic �eld is weak the anomalous Zeeman e�ect acts as perturbation
in which the angular moment ®L and the spin ®S are coupled to the total angular momentum
®J = ®L + ®S . At su�cient high �eld strengths the angular momentum and the spin are
decoupled which is called the Paschen-Back e�ect. ®L and ®S independently precess around
the magnetic �eld axis [74, 146]. For moderately strong �elds up to B ∼ 104 T, the quadratic
term in eq. 4.20 can be neglected.

Since the magnetic �elds at KATRIN are not in the high �eld strength regime, only the
anomalous Zeeman e�ect at weak �elds is considered. At LS-coupling the energy splitting
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4.3. Field ionisation

for given values of l, s, j by the perturbation of a magnetic �eld along the z-axis is given by

∆Emj = дµBBmj (4.21)

with д = дl
j(j + 1) − s(s + 1) + l(l + 1)

2j(j + 1)
(4.22)

+ дe
j(j + 1) + s(s + 1) − l(l + 1)

2j(j + 1)
(4.23)

the Landé splitting factor, while дe = 2 and дl = 1 are su�cient as a �rst approximation
[74].

For Rydberg atoms there is slighty di�erent reasoning. The ratio of the diamagnetic term
to the linear magnetic �eld term is ∼ n4B, since the expectation value of ( ®B/|B | × ®r ) ∝ n4,
according the size of the atom [71]. If n4B << 1, the quadratic diamagnetic term can
easily be neglected, the magnetic e�ects are of the same size as they are in low lying
excited states of the same l with a small di�erence. For n4B ≤ 1 the quadratic term cannot
be ignored anymore, but ®L and ®S are decoupled, whereby ®S can often be neglected. The
resulting interaction only depends on ®L and B, and has rotational symmetry about the axis
parallel to ®B [71]. In this case the linear energy splitting changes due to the non-negligible
quadratic term and is approximated by

∆Emj =
mjB

2
+
B2

8
(1 +m2

j )n
4 . (4.24)

Each level splits in (2J + 1) equidistant Zeeman-levels, corresponding to the separation
of eachmj with ∆mj = ±1. Them = ±1 states are split by the linear shift and have twice
the diamagnetic shift of the m = 0 state [71]. At a �eld strength of 1 T, the corresponding
principal quantum number is n ≈ 22, where the contribution of the quadratic term is equal
to the linear one.

Static magnetic �elds themselves do not lead to the ionisation of atoms, since their
e�ect is small compared to electric �elds. The perturbation a�ects the angular and spin
moments and does not lead to level crossing of di�erent principal quantum numbers n,
as electric �elds. However, magnetic �elds can indirectly cause the ionisation of atoms,
if atoms move through a static magnetic �eld. Due to the Lorentz transformation of the
motion, referring to a system, where the atom is at rest, an electric �eld is induced by the
seemingly moving magnetic �eld. The connection between the induced electric �eld E0
and the static magnetic �eldH reads

E0

H
=

√
γ 2 − 1 · sin(φ) , (4.25)

whit γ =
√

1 −v2/c2 −1
the Lorentz factor, v is the velocity of the atom, and φ is the angle

between ®v and ®H [159–161]. Since this equation contains the Lorentz factor it is clear
that only very strong magnetic �elds with intermediate velocities or weaker �elds with
relativistic velocities can cause induced electric �eld of su�cient strengths.

As a consequence the behaviour of atoms and Rydberg atoms in crossed or parallel
electric and magnetic �elds was often theoretically described [152, 153, 162–166]. The
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4. Ionisation mechanisms of Rydberg atoms

theories involve averaged dynamics of perturbed Kepler orbits or the tool imaginary time
method, providing the description of tunneling and ionisation by using classical equations
of motion. All these treat the chaotic motions of atoms, whose description would exceed
the scope of this work. One e�ort which should be mentioned, Fauth et. al [162] observed
an outer potential minimum of rubidium Rydberg atoms in crossed electric and magnetic
�elds. This state corresponds to a bound state with a very high dipole moment, which
can be reached e.g. via tunneling from a highly excited state. Their measurements were
performed at low �elds in the order of [F ] ∼ 1 kV/m and [B] ∼ 0.1 T. The existence of this
state was surprising and only possible via special �eld con�gurations, leading to an outer
minimum of the electrons potential, and a highly excited long-living state.

4.3.2. Electric and magnetic fields in the KATRIN main spectrometer

The magnetic �eld setting in the KATRIN main spectrometer is mainly adjusted by the
pre-spectrometer magnet (PS2) and the pinch magnet (PCH), at the entrance and exit of
the main spectrometer. Additionally it can be varied by the LFCS, the low �eld correction
system, to compensate the earth magnetic �eld and �ne-tune the analysing plane. The
nominal magnetic �eld at the solenoids is of the order of few tesla, while it drops to tenth of
milliteslas at the analysing plane. With the above mentioned process of Lorentz ionisation,
the induced electric �eld for atoms with v = 104 m/s at a magnetic �eld of 5 T is

E0 =
√
γ 2 − 1 · 5 T

= 1.1 · 104 · 2.13 · 10−5 a.u.

= 9.455 · 10−16 a.u. = 0.486
mV
m
. (4.26)

This vanishing �eld strength would not cause any meaningful perturbation of the atoms,
thus this e�ect can be neglected.

Indeed, we intentionally generate electric �elds inside the main spectrometer. On the
one hand by the high voltage on the vessel, and on the other hand by the inner electrode
system. The general voltage setting on the main spectrometer vessel and the inner electrode
system (IE) is

Vvessel = −18400 V ,
VIE = −200 V +Vvessel .

The inner electrode system consists of two layers of wires in distances of 0.15 m and 0.22 m.
Figure 4.7 shows the x-component of the electric �eld strength simulated with KEMField
[167] between the vessel wall (x = 4.9 m at z = 0 m) and the inner electrode system at
the radial edge (x < 4.9 m) on a plane at the center (z = 0 m). The electric �eld strength
ranges from -6000 V/m to 4000 V/m, with these peak values only prevailing directly on
the wires. The signi�cant areas around ±0.075 m belong to the wire suspension, which
are also on VIE. To investigate possible �eld ionisation scenarios, one should take a closer
look into the electric �eld between the vessel and the inner electrode. For this purpose,
the simulated �eld map was used to get the �eld strength along speci�c paths started at
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4.3. Field ionisation

Figure 4.7.: Electric �eld contour map at the vessel wall in the xy-plane. At global KATRIN
main spectrometer coordinates −0.2 m ≤ y ≤ 0.2 m and 4.65 m ≤ x ≤ 4.85 m.
The color indicates the electric �eld strength ®Ex in V/m.

Figure 4.8.: Electric �eld strength ®Ex distributions along straight paths started from (x,y, z) =
(4.85, 0, 0) directed into the volume under various polar angles (0◦ ≤ θ ≤ 40◦).

x = 4.85m under certain polar angles. Such �eld strength along straight paths are shown
in �gure 4.8. The blue curve, corresponding to 0◦ does not show a peak around 0.1 m, since
this path is exactly between two wires of the �rst wire layer, however, a peak appears
at 0.17 m, corresponding to the second wire layer at x = 4.68 m. The pink curve with a
polar angle of θ = 8◦ nicely shows the �rst wire layer peak with an absolute maximum of
2500V/m and also the negative �eld strength between the two wire layers. Free electrons
of low energy generated between the wire layers will therefore also be accelerated back to
the vessel surface. These pathway studies showed that free electrons are e�ciently kept
away from the volume between the surface and the inner electrode, because the mean
electric �eld is pointing towards the surface. The �eld strength is slightly negative even
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4. Ionisation mechanisms of Rydberg atoms

behind the second wire layer. More such electric �eld distributions along paths for the
di�erent electric �eld directions along x,y, and z under various polar angles can be found
in app. A.3.1.

For concluding this chapter, it should be mentioned that the magnetic �eld in the
KATRIN main spectrometer does not perceptibly perturb Rydberg atoms. In contrast to the
magnetic �elds, the electric �elds contribute to the perturbation of Rydberg atoms. Due to
the high peak strengths at the inner electrode wire system, Rydberg atoms might be ionised
by these electric �elds. Since the atoms are in motion, the wire electrode electric �eld
appears as a pulsed �eld, which causes the ionisation, according to [149–151, 157]. Hereby
resulting electrons will be e�ciently withdrawn by the electric �eld and can not cause
background events. However, Rydberg atoms are subject to the Stark e�ect through the
electric �eld, which a�ects their quantum mechanical state. Additionally the behaviour of
excited atoms in crossed electric and magnetic �elds is exceptionally interesting since their
theoretical description is extremely not trivial. Nevertheless, the impact of magnetic and
electric �elds on Rydberg atoms does not deliver the desirable solution of the remaining
background, since ionised atoms at the wire electrode can not contribute electrons within
the entire volume.
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4.4. Autoionization

4.4. Autoionization
Since the pressure inside the KATRIN main spectrometer is on a level of 10−11 mbar,
scattering of excited atoms with gas atoms is highly improbable. Hence, intrinsic ionisation
mechanisms, which takes place in the absence of other atoms must be considered. Such
ionisation mechanisms are called autoionization. Discrete states, lying above the Rydberg
limit, depict the convergence limit of excited state to the continuum. Thereby the wave
function will be a mixture of discrete and continuum wave functions, leading to the
radiationless process

A∗ → A+ + e− . (4.27)

A describes either single atoms or molecules. Autoionizing states lead to resonance lines
in absorption spectroscopy and were �rstly observed by P. Auger as the Auger e�ect.[168]

4.4.1. Interatomic coulombic decay

Figure 4.9.: Energy level scheme of two neighbouring atoms for ICD electron generation after
resonant Auger decay. Adapted from [169].

Electron correlation is responsible for many e�ects in atomic and molecular physics. The
most basic process involving more than one electron is the single photon double ionisation
of He atoms. In contrast, many electronic processes can not be described intuitively such
as interatomic electron scattering. These processes form a genre of ‘non-local electronic
e�ects’, which means that participating electrons are not connected via chemical bounds.
Penning ionisation or the resonance electron transfer are non-local processes since the
participating atoms do not share electrons. The interatomic (or intermolecular) coulombic
decay (ICD) phenomenon is similar to those mentioned, however, the electron correlation
arises from local e�ects. It was initially predicted to be present in HF and water molecules
and was �rst observed in Neon dimers (Ne2).[169, 170]

The ICD in the case of neon occurs by the 2s-ionisation of one atom of the dimer, while
a 2p-electron �lls this vacancy. The de-excitation energy is transferred to the atomic
neighbour, leading to a 2p-ionisation of the second atom. This process can be theoretically
treated as an Auger decay, it di�ers only since the electrons are located at two di�erent
atoms. Thus, the total decay rate depends on the electron-electron Coulomb matrix
elements by a direct and an exchange contribution. After the experimental veri�cation
of the existence of ICD, many di�erent mechanisms were observed. ICD occurs not only
after inner-valence ionisation/excitation, but also after resonant excitation as high lying
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states decay, and subsequent to Auger cascades after inner shell ionisation. The list of
ICD-like processes evolved steadily, since ICD electrons were also observed after electron
capture or in solutions. In addition theoretical progress favours the search for further
mechanisms such as two-center resonant photoionisation. It turned out that the presence
of neighbouring atoms increases the photoionisation probability of one atom by orders of
magnitude, if a resonant excitation of the other atom and subsequent ICD is energetically
possible. Another process called electron transfer mediated decay (ETMD) di�ers from
ICD in the way, that the initally excited atom is neutral after ETMD and the electron donor
atom is doubly charged. In this case, the atomic system principally consits of di�erent
species with strongly di�ering energetics. The double ionisation potential of one atom
can lie below the inner-valence threshold of the other, leading to the vacancy being �lled
by an electron of the neighbouring atom.[169]

Figure 4.9 illustrates the three step process of resonant Auger decay ICD. After the
initial excitation of a ground state electron, a resonant Auger decay follows. An electron
from a higher lying shell, radiatively decays into the vacancy under photon emission.
This photon gets absorbed by another electron of the original shell and gets transmitted
into the continuum with very low energy. Now the primary excited electron decays into
the remaining vacancy, while the emitted photon gets absorbed by an electron of the
neighbouring atom, leading to an ICD electron with energies in the eV range. This process
results in the formation of two positive ions, which repel eachother due to the Coulomb
force.[169]

In order to further describe the ICD mechanism, excitations other than those by photons
must be considered. ICD was also carried out after ion and electron impact, in which the
dimers got excited or ionised. For example, the breakup reaction of He2 into He+/He+ by
alpha bombardment was observed [171]:

He − He + He2+ → He+∗(n = 2...4)−He + He+

He+∗−He→ He+ + He+ + e−ICD . (4.28)

Such processes yield to ICD electron energies up to 10 eV, which is the reason, why
the interatomic/-molecular coulombic decay is to taken into account as a a background
source in the KATRIN main spectrometer. The dipole measurements (�g.2.20) revealed
background electron energies up to 4 eV of unknown origin. It is obvious that sputtered
atoms occur in clusters of several atoms that are not chemically bonded, but in very close
proximity to each other. The sputtering of molecules can also be present, which can play
the role of the electron mediator. It is not erroneous that clusters of sputtered atoms or
molecules can be excited in such a way that ICD takes place.

However, these states typically prioritise dissociation, which yields to a time span of
only several femtoseconds, in which ICD must take place [169, 172, 173]. As a consequence,
the several mechanisms of ICD and ICD-like processes can not contribute as the unknown
remaining background source in the KATRIN main spectrometer, because the necessary
excitation within the volume is highly unlikely, although they would deliver the desired
electron energies.
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4.4.2. Autoionization of metastable and atomic states

Further interest has to be brought to atomic or molecular states which are able to autoionize
without the presence of neighbouring atoms. The necessary energy to ionise the species
itself is provided by internally stored energy. For molecular species, this internal energy can
be delivered via vibrational or rotational states. The operating condition is based on energy
conservation, the internal energy must exceed the ionisation limit, so that transitions to
the molecular ion and an electron can take place. In general, the molecules are in an excited
state in such a way the outer electron has Rydberg character with additional vibrational
or rotational excitation. The ionisation process is ensued by vibrational-electronic or
rotational-electronic interaction, so resulting excess energy relaxes into electronic energy
and removing the Rydberg electron [168, 174, 175]. On the other hand, these vibrational
or rotational excitations are not available for atomic species. Therefore, these states
must achieve an energy balance in a di�erent way that exceeds the ionisation limit. This
is initially unusual at �rst since atomic states with energies above the ionisation limit
generally get ionised.

However, in order to obtain the required lifetimes of the ionising states, an increasing
search was made for so-called metastable states. Metastability of quantum mechanical
states is characterised by a speci�c state, whose spontaneous transitions are forbidden
by electric dipole transition selection rules. Therefore, their lifetime is enhanced but not
in�nite since electric quadrupole transitions may occur as second order e�ects. Helium
and oxygen provide such metastable states [73] which exceed the typical lifetimes by
few orders of magnitude, resulting in lifetimes of milliseconds untill seconds. Since
oxygen is one of the main contributions at the sputtering processes in the KATRIN main
spectrometer, the literature search was restricted to this element at �rst. In addition it is
unclear, whether molecules are actually sputtered in su�cient numbers, so only atomic
species are considered.

It turned out that oxygen de�nitely provides metastable with increased lifetimes, such
1S0 or 1D2 with lifetimes in the range of seconds [176]. Or a more short living one, 2p33s5S
with 185µs. Sadly, these longer lifetimes correspond to radiative transitions and not to
autoionization at all. In addition they are not able to autoionize since their excitation
energy is far below ionisation limit.

Nevertheless the autoionization of excited oxygen is still an interesting e�ect, and it
will be discussed in the following [177, 178]. Rudd and Smith in 1967 [179] experimentally
investigated the energy spectra of autoionizing electrons in oxygen. Their data were
obtained by bombarding oxygen gas with 100 keV H+ and He+ ions. They discovered
six di�erent autoionizing series of ejected electrons with energies between 0 and 4 eV,
corresponding to excited states above the ionisation limit, decayinig into the 4S and 2D
continua. Later, more electron spectra were recorded for example by molecular photo-
dissociation under production of an autoionizing fragment [180]:

~ω + O2 → O + O∗ → O + O+ + e− . (4.29)

In the same manner, autoionizing Rydberg states were observed, which are forbidden to
autoionize on the basis of LS coupling [181, 183]. These resonances lie above the ionisation
potential of atomic oxygen, so these states subsequently de-excite by photon emission
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(a)

(b)

Figure 4.10.: (a): Term energy diagram of atomic oxygen, illustrating the Rydberg levels
nd ′ 3P0, ns ′′ 3P0 and 2s2p5 3P0. Autoionizing transitions into the 4S continuum
are indicated by orange arrows with the predicted energy of the ejected electron.
Adapted from [181]. (b): Autoionization spectrum measured in the 0- to 3.5 eV
kinetic energy range. Di�erences in the amplitude of paired peaks is only due
to shape of the background, which was not subtracted [182].

or autoionization. The electrons gain the energy di�erence between the state and the
ionisation potential of the continuum. The corresponding energy term diagram is shown
in �g. 4.10a, nicely illustrating the di�erent states 3s′′, 3d′ and 2s2p5, which contribute
with di�erent electron energies. Later measurements proved the autoionization spectrum
observed by Wills [180], who measured the kinetic energy of released electrons up to
4.738 eV. In addition to eq. 4.29, ultrafast dissociation with two excited oxygen atoms was
observed. One is core-excited and the other valence-excited, leading to a doppler splitting,
which can be seen in the autoionization spectrum �g. 4.10b. The roman letters refer to
peak labels, whose assignment can be found in app. tab. A.6.

In order to further specify contributions of autoionizing excited states other elements
were taken into account. In particular, transition elements such as iron and chromium
revealed a high number of di�erent autoionizing states [184–187] and are predominantly
present in the main spectrometer stainless steel. The spectrum of neutral iron atoms of
autoionizing Rydberg series can be found in app. �g. A.20. There, each peak corresponds
to an autoionizing level, reached via three step laser excitation.

In general, atomic autoionization is a well-motivated potential contribution because it
provides electron energies up to a few electronvolts. In contrast, the lifetime of autoionizing
excited Rydberg states is limited. Due to the resonant generation, the lifetime is of similar
duration as other resonant transitions. It takes place during picoseconds such as the
de-excitation of core-excited electrons. Therefore, excited atoms in autoionizing states
from sputtering at the main spectrometer vessel wall, can not be background contributor
inside the entire volume.
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4.4.3. Doubly excited states - Planetary atoms

(a)

(b)

Figure 4.11.: (a): Scheme of doubly excited state of type 2 - overlap is signi�cant.
(b): Doubly excited state of type 1 - overlap with ground state or �rst few excited
is negligible.

Doubly excited states are the most prominent candidate of autoionizing states [188–190].
These states can be classi�ed into two types. Type 1 systems (�g. 4.11b) are characterised
by a negligible overlap with the ground state or other excited states, which are not optically
accessible. In contrast, type 2 system (�g. 4.11a) are accessible by direct optical excitation
from low states and show a signi�cant overlap of the excited electrons.[188]

Let us �rst consider type 2 of doubly excited systems on the example of helium atoms,
where the excited electrons move in similar regions of space (〈r1〉 ∼ 〈r2〉). The Rydberg
series with the con�guration 2ln′l′ (n′ ≥ 2) is given with the Rydberg formula eq. 4.1 by

W2ln′l ′ = −
Z 2

2

(
1
4
+

1
n′2

)
≥ −

Z 2

4
. (4.30)

Hence, the doubly excited states are expected at energies ≥ −1EH = 27.2 eV for He (Z = 2),
the doubly excited state 2ln′l′ lies in the ionisation continuum of He+ + e−, since the
binding energy of He+ ions is −2EH . The second electron returns to the ground state of
the He+(1s) ion, while the initial photon energy ~ω of excitation is transformed to the ion
formation and partially to the ejected electron. The electrons kinetic energy is given by
the di�erence of the incident photon ~ω and the ionisation energyWI .[73]

Electron spectroscopy of doubly excited helium atoms [191] produced by double elec-
tron capture of He2+ ions with Ba atoms were performed. The observed transitions
from di�erent nln′l′ to di�erent ion states, revealed the electron energy spectrum in �g-
ure 4.12. The higher energy electrons (> 35 eV) corresponds to the autoionization process
He∗∗(2ln′l′) → He+(1s) with n′ ≥ 2. The low energy part from 3 to 8 eV complies with
transitions, where n = 3 and n′ ≥ 3. The series relating to n = 4, n′ ≥ 4 is limited at
2.65 eV, thus lower electron energies correspond to excitations with n ≥ 5.

Although the low electron energy part would �t to our observation in the KATRIN
main spectrometer, one must always consider the lifetimes of such states. The discrete
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4. Ionisation mechanisms of Rydberg atoms

Figure 4.12.: Ejected electron spectrum ranging from 0 to 42 eV that are measured in the
forward direction for He2+ + Ba collisions at ion collision energy of 20 keV [191].

excited states may also undergo radiative transitions to a lower state, below the ionisation
limit by light emission [168]. The lifetime is therefore dependent on the radiative and the
radiationless transitions. In general, autoionization predominates over allowed radiative
transitions, whose lifetimes are in the order of 10−7 − 10−9 s. Since autoionization was
predominately observed, the lifetime of such states is estimate to be in the order 10−11 −

10−15 s, and therefore extremely fast, similarly to the ICD.[168]
Type 1 doubly excited atoms (�g. 4.11b) are more important since they are more abun-

dant [188, 192]. Their excited electrons move in di�erent regions (〈r1〉 < 〈r2〉), so they
comprise of asymmetrically excited electrons with di�erent principal quantum numbers
n1 and n2, and so there is no signi�cant overlap of their residence probability. The con�g-
uration is described by the bound three-body Coulomb system [137, 193]. Such states are
called ‘planetary atoms’ [194], since the electrons motion can be expounded by celestial
mechanics, with Kepler orbits, while they depend only on the charge on not on the detailed
structure of the ionic core [188]. In general, the energetically overlap of di�erent Rydberg
series of low double excitation lead to the interference of resonances and may cause drastic
change in the pattern of states. But for asymmetrically highly doubly excited states this
interference may lead to surprisingly large lifetimes of the resonance [195].

The basic mechanism of interference is the superposition of di�erent states, described
by wave packets, which build up a new solution of the relevant equation. Consider two
states which decay into a common continuum. These states may be mixed by a residual
interaction and superposing the coupling matrix elements may lead to cancellation of the
resulting coupling. This destructive interference leads to enhanced lifetimes of several
orders of magnitude for particle decay processes, such as autoionization, and as a special
case to a bound state in the continuum if the resulting coupling matrix element vanishes,
so the new state does not decay at all.[195]
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4.4. Autoionization

Percival [188] established a theoretical framework to investigate some characteristics of
such planetary atoms. According to celestial mechanics under Coulomb force, he derived
a semiclassical theory of bound states with usage of E.B.K. (Einstein, Brillouin, & Keller)
quantisation. Bound states are described by two dimensional invariant toroids in a four
dimensional phase space. These can be chosen as action integrals I1 and I2, which are line
integrals around the major and minor axes of the toroid. The connection between bound
states and these invariant toroids are given by quantised action integrals

Ik = γk~ or Ik = (γk +
1
2
)~ . (4.31)

The energies of the invariant toroids is equal to the bound states and by deriving scaling
laws from generalised Kepler laws leads to an energy relation

E′ =
E

(2ν )2
, (4.32)

scaled by a positive scaling factor 2ν . In particular, for any positive constant 2ν there exists
an invariant toroid with action integrals (2ν I1, 2ν I2), but only for particular values of 2ν
will this toroid correspond to a quantum state. Those values are either (2νγ1) an integer or
(2νγ2 + ν ) a half-odd integer. The original lowest value of energy corresponding to any
2ν is called the fundamental state and all higher states are called overtones, according to
ν = 1/2, 3/2, 5/2, 7/2, .... The important characteristic is the lifetime of these states, which
is given by

τ = T1/2(2ν )3exp
(
2ν

2A1/2

~

)
, (4.33)

where T1/2 and A1/2 correspond to the orbiting time and the classical action function,
respectively. So if the fundamental of the series has a low quantum number and is of type
2, one obtains an expected lifetime on the order of 10−13 s. However, the lifetime of the
type 1 overtones rapidly increases with the order of the overtone, in that way, that the
fourth overtone nearly reaches an approximated electrostatic decay lifetime of 1 s.

These lifetimes would nicely exceed the necessary lifetimes of excited atoms in the
KATRIN main spectrometer. As mentioned before, these type 1 planetary atomic states
are not produced by direct optical excitation from low states, but are accessible by low
energy electron scattering with atomic ions or atoms

e− +A+ → A∗∗

e− +A→ A∗∗ + e−

A∗∗ → A+ + e− . (4.34)

Statistically they predominate over the type 2 states and are long-lived since they behave
like bound states embedded in a continuum due to the destructive interference of their
electrostatic coupling [188, 195]. However, radiative transitions may occur, leading to a
type 2 state, which decays extremely fast. Therefore, any planetary state could contribute
as an electron source in the KATRIN main spectrometer, if a resonant decaying state is
reached inside the entire volume. The positive ions or atoms as well as the low energy
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4. Ionisation mechanisms of Rydberg atoms

electrons, necessary for the double excitation process, are in attendance at the sputtering
process. Along with the sputtered atoms, electrons are leaving the surface with mean
energies of a few eV [82]. The mean energy of double excitation can be estimated to be
equal to the energy required to ionise both planetary electrons [188]. Further investigations
should be undertaken in this regard, such as an estimation of double excitation at atom/ion
electron scattering by sputtered particles from the main spectrometer surface.
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5. Test of Rydberg-emisson from
short lived 223Ra source

During the STSIIIa measurement phase, background studies at the spectrometer section
were performed. Based on a proposal from May 2018 [196], a radioactive source consisting
of 223Ra (radium) was introduced into the main spectrometer with the aim of deliberate
formation of Rydberg atoms.

Measurement setup and principle

The radium isotope 223Ra has a half-life of T Ra
1/2 = 11.43 d and is therefore a short-living

one. The decay chain is shown in app.�g. A.23, showing that all daughter nuclei have very
short half-lives. The longest one is for β− decay of 211Pb with a half-life ofT Pb

1/2 = 36.1 min.
The radioactive element was implanted into 2 probes of regular stainless steel and

into 2 probes with an additional gold surface layer. The source was produced by the
mass separator ISOLDE at CERN with a mean implantation energy of 30 − 50 keV of
radium atoms. It was proposed by E. Otten that the surface gold layer might decrease the
production of Rydberg atoms e�ciently.

The sample holder consists of a plug-in module, which was inserted into the main
spectrometer through a port at the downstream steep cone in a way that the radioactive
source probe is at the inner surface. The construction includes the possibility to apply
additional high voltage on the sample holder. This leads to high electric �eld strength near
the sample on the order of F ≈ 5 · 105 V/m, which is su�cient to �eld ionise generated
Rydberg atoms with e�ective principal quantum numbers of n∗ > 16.

Since one daughter of 223Ra is well-known 219Rn, we expect radon emanation of recom-
bined radon recoils within the samples. However, the implantation energy is less than the
recoil energies of the daughters which are on the order of 100 keV, thus their explantation
probability is high. Therefore, radon should be explanted e�ciently and emanation with
induced radon background was considered to be negligible.

Aim of the measurements

The measurements were proposed to further investigate the Rydberg background model.
By contaminating the main spectrometer surface with radioactive isotopes of very short
half-lives, the Rydberg background might be reproduced with higher rates from the
spectrometer surface as well as the source probe itself. The events from Rydberg atoms by
sputtering from the sample holder can therefore be separated from the residual events by
applying high voltage on the sample holder. In addition the e�ect of the gold layer on the
production of Rydberg atoms shall be observed.
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5. Test of Rydberg-emisson from short lived 223Ra source

The radioactive contamination has to be observed in detail since sustained contamination
must not take place. The radiopurity of the source was checked by ISOLDE and cross
contamination by neighbouring atoms is about 10−4. Therefore, the background level
should be identical before and after the measurement phase.

Results of the 223Ra measurements

Investigating Rydberg background directly from the source was not feasible to observe
since an unexpected high rate of emanating radon was brought into the main spectrometer
by the source after the �rst insertion. Indeed, we expected slight emanation of recombined
radon-219 but not in the high observed quantity. The rate was about 2 kcps due to stored
conversion electrons from radon decays (see sec. 2.2.4) and therefore two orders of magni-
tude higher than the expected Rydberg background. The detector event map can be seen
in app.�g. A.21 nicely illustrating the expected radial pro�le of radon induced background
with increasing rate for smaller radii. Additional measurements with asymmetric magnetic
�eld setting (see �g. 2.15) were performed because no electrons can be trapped at these
settings, and therefore radon induced background by stored conversion electrons can not
occur. The rate with open valve was about 10.5 kcps, wherein the nominal background
level is 2.5 kcps by electrons from the inner surface. This increase corresponds to an
induced rate increase by a factor of 3.2 which was roughly expected due to four alpha
decays within the decay chain which may contribute. Since radon induced background
overwhelms other contributors, studying the Rydberg background is only possible with
closed valve to the source. In the case of emanating radon the following measurements
were performed with alternating magnetic �eld settings so no radon induced electrons are

(a) (b)

Figure 5.1.: (a): Rate after removal of radon induced background electrons with symmetric
magnetic �eld. The exponential �t function provides τ = (2976.7 ± 207.8) s,
corresponding to a half-life of T1/2 = ln(2) · τ = (34.4 ± 2.4)min. (b): Rate
after removal of radon induced background electrons with asymmetric magnetic
�eld, looking onto the inner surface. The exponential �t function gives τ =
(3300.0±51.9) s, which corresponds to a half-life of (38.1±0.6) min. The expected
literature value is T Pb

1/2 = 36.1 min.
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stored for long time periods. After the valve was closed the rate diminution by subsiding
radioactivity was observed and is shown in �g. 5.1 and �t by the exponential function

R(t) = a · e(−t/τ ) + c . (5.1)

The dominant part of the diminution is caused by slowest decay of the daughter 211Pb.
Since the source half-life (T Ra

1/2 = 11.43 d) is short and the source produces too much radon
induced background, measurements at increased pressure would not make a separation of
radon and Rydberg induced background and an energy investigation possible. However,
in order to compare the induced background with the nominal one, the characteristic
dependence on the inner electrode voltage VIE can be investigated after the valve to the
source is closed. Additionally, during the contamination the activation saturation of
volume activity by decaying radon to surface activity can be studied.

After the valve was opened, measurements with asymmetric magnetic �eld were per-
formed to study the activation saturation. The time between opening the valve and starting
the measurements was about 8 minutes because of the ramp up the high voltage and the
inner electrode. For isotopes where the half-life of the parent isotope is much larger than
the one of the daughter, transient equilibrium is expected to occur after approximately
four half-lives. Therefore, activation saturation is described by Bateman’s equation [197]:

APb(t) = ARa(0)
λPb

λPb − λRa

(
e−λRat − e−λPbt

)
+APb(0)e−λPbt , (5.2)

where A(0) denotes the activity of the isotopes Pb and Ra at t = 0 and λ = ln(2)/T1/2 the
exponential decay constant. APb(0) is assumed to be zero.

The initial measured rate was about 7 kcps, much higher than expected, possibly due to
a large amount of radon, released to the volume after opening the valve. Nevertheless, after

Figure 5.2.: Rate as a function of time after opening the valve to the source at t = −480 s
(blue). The observed initial rate was subtracted such that the rate is zero at t = 0.
The red curve is the overlayed Bateman equation, starting at t = −480s when the
valve was opened with the corresponding literature values of λ.
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5. Test of Rydberg-emisson from short lived 223Ra source

Table 5.1.: Collected information about the rates: Calculated N0 via eq. 5.3 with the measured
rate at di�erent inner electrode settings of 0 V, 20 V, and 200 V.

VIE (V) rate (cps) # events N0 (cps) fred (Trost)[128]

200 1.0617 ± 0.0401 1168 1.706 0.679 ± 0.049 0.65
20 0.8965 ± 0.0412 986 2.198 0.874 ± 0.083 0.82
0 0.6690 ± 0.0417 736 2.512 1 1

Figure 5.3.: Radial rate distribution of the nominal background (blue) and with the source
(green) as well as the induced subtracted by the nominal one (red).

(a) (b)

Figure 5.4.: Pixel distribution (a): of nominal main spectrometer background. (b): of induced
background after contamination. Pixels on the upper left as well as pixel 110 are
excluded.
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subtracting this initial rate, Bateman’s equation is appropriate to describe the activation
saturation as it can be seen in �g. 5.2. The expected time till saturation at transient
equilibrium is about four half-lives, corresponding to t = 4 · 36.1 min = 8664 s, which can
also be con�rmed.

After saturation was reached the valve was closed and the diminution was observed at
di�erent inner electrode voltages to compare to the behaviour of the induced background.
This was performed with a symmetric magnetic �eld setting with additional magnetic
pulses to remove stored electrons. The settings are 0 V, 20 V and 200 V in order to get three
well separated points. The inner electrode voltage dependence was investigated in detail
by N. Trost [128] and its rate dependence can be found in app.�g. A.22. The expected rate
of each measurement during the diminution with a half-life of 36.1 min is given by

N (t0, t1) = N0 ·

∫ t1

t0

dt e−t/τ , (5.3)

where t0 < t1. Since VIE = 200 V causes the largest reduction, this setting was measured at
�rst. By comparison of the three N0 which give the rate at t = 0, one obtains the reduction
factors

fred =
N0(VIE)

N0(0V )
, (5.4)

in reference to 0 V on the inner electrode.
Table 5.1 shows the measured rate and calculated N0 at three di�erent inner electrode

voltage settings, leading to a calculated reduction factor fred, and the reference value by
N. Trost [128].

The resulting inner electrode voltage dependence of the 223Ra induced background
in tab. 5.1 is in agreement with the known reduction factor of the nominal background
by Trost [128] within 1σ. This indicates that the radioactive contamination of the main
spectrometer with the 223Ra source, produces background in the same manner as it is
commonly assumed to be generated by radioactivity of 210Pb.

Another characteristic which can be investigated with these measurements, is the radial
dependence of the induced background. The rate is expected to increase towards outer
rings since more short-living Rydberg states with low n produce background through
spontaneous decay or BBR near to the walls. Therefore, the induced background is
assumed to show a similar behaviour in the radial distribution. Figure 5.3 shows this radial
distribution as a function of the detector rings. As expected, the background rate with the
source increases to higher radii but by subtracting the measured nominal background, a
di�erent behaviour can be seen. The rate initially increases as expected but then decreases
to the outermost rings. A possible explanation of this discrepancy is an inhomogeneous
allocation of 211Pb on the inner spectrometer surface, resulting in an irregularly distributed
background rate.

This hypothesis is con�rmed by investigating the pixel distribution. Figure 5.4a shows
the nominal background with its homogeneously behaviour and slight increase to higher
radii but in contrast, �g. 5.4b illustrates the induced background distribution subtracted by
the nominal one. The rate is not homogeneously distributed as it shows a strong hotspot
on the right detector half. Therefore, the radial dependence can not be compared directly,
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5. Test of Rydberg-emisson from short lived 223Ra source

whereas a simulation of the radial pro�le by a localised source could help to understand
this observation.

In a nutshell, the measurements revealed that radioactivity contributes indirectly as a
background source, as it was also shown with the thorium measurements during SDS-II.
In addition, the expected dependence on the inner electrode potential could be reproduced.
The activation saturation of surface activity by volume radioactivity could also be shown
as well as the expected diminution of exponential decay of the daughter isotopes. New
proposals for further investigation of the Rydberg background with radioactive sources
are under discussion, whereby high demands are placed on the absence of radon. 212Pb
as the source is a good candidate because the half-life is about 11 h and therefore more
suitable for longer investigations.
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6. Conclusion

The KATRIN main spectrometer background has been investigated in detail during previous
measurement phases. The background level exceeds the design value of 0.01 cps by a factor
of 50 which degrades the sensitivity to the neutrino mass measurement. Due to optimised
settings, scanning and analysis strategies, an unprecedented sensitivity of 240 meV/c2 on
the e�ective electron anti neutrino mass can be achieved. In spite of this, our goal is to
fully understand, and possibly reduce further, every contribution of the remaining main
spectrometer background.

The independence of the magnetic �eld strength and the pressure in addition to the
homogeneous distribution over the main spectrometer volume, shows that the background
characteristics do not match previously observed processes. The small dependence on
the inner electrode potential as well as the rate decrease after bake-out, and the radial
pro�le, indicate a correlation between processes from the inner spectrometer surface and
the volume. Due to measurements with radioactive sources (228� and 223Ra) by deliberate
contamination of the main spectrometer, this correlation between background events
from the inner spectrometer surface and the volume was observed and quanti�ed. Earlier
measurements revealed the contamination of long-living 210Pb (T1/2 = 22 years) with an
estimated activity of ≈ 1 kBq, which is generally accepted as the main contributor of
the spectrometer background. However, the mechanism of how background electrons
are generated in the entire volume is still under investigation. The generally assumed
mechanism is the formation of a neutral messenger who carries electrons unhindered by
the inner electrode wires inside the volume and ionises under electron emission.

These neutral messengers might be Rydberg atoms, highly excited atoms whose charac-
teristics partly match those of the observed background. They are generated by sputtering
processes at the main spectrometer surface due to the radioactive decay of 210Pb.

Sputtering simulations have been performed with the SRIM code. The simulation yields
insights to the kinematics of sputtered atoms from solids but not on excitation. The
atomic composition of targets is chosen by relative amounts of elements. These atomic
elements are only randomly distributed, neglecting chemical compounds such as Cr2O3.
Molecules or ions are not considered and there is no information about sputtering of these.
Nonetheless the simulation delivers characteristics of the sputtering process, developing
the Rydberg model. Theoretically, sputtered atoms might be in excited states by resonant
electron transfer from the solid surface.

N. Trost argued in his PhD thesis [128] that the interaction of Rydberg atoms with the
thermal black body radiation could cause the ionisation of these under electron emission to
produce the observed background rate. In contradiction to that are dipole measurements
which disclosed background electrons with energies up to 4 eV, whereby via BBR interaction
generated electrons only have energies lower than 0.2 eV.

75



6. Conclusion

Hence, other ionisation mechanisms of Rydberg atoms must be considered that provide
electrons with higher initial energies. Penning ionisation or in general, chemi-ionisation
reactions are suitable choices of ionisation mechanisms, providing these electron energies.
However, these reactions are only accessible via collisions of excited atoms with atoms,
molecules, ions, or molecular ions. Since the pressure inside the main spectrometer is on
the order of ∼ 10−11 mbar, collisional ionisation is highly improbable inside the volume.
Collisional ionisation still occurs close to the spectrometer surface of sputtered atoms
because their lateral spread is small. Additionally, this results in further restriction if
excited sputtered atoms should be able to reach the inner volume, they must not ionise
there, or their excitation and ionisation takes place within the volume.

Besides collisional ionisation, �eld ionisation is considered. The electric �eld between
the vessel surface and the inner electrode provides �eld strengths which perturb the
behaviour of Rydberg states due to the Stark e�ect. The resulting energy splitting may lead
to ionisation if the excitation is su�ciently high. However, this will also lead to electrons
from the spectrometer wall and not within the entire volume. Therefore, a more unusual
suggestion, the phenomenon of autoionization, was suggested. Research in the literature
revealed that many autoionizing states exist for di�erent elements. The ejected electron
energies obtained by autoionization �t very well to the observation and have therefore
been further investigated. But all these states do not provide the necessary lifetime of
about 10−3 s since the ionisation has to take place inside the volume.

Nevertheless, there is a candidate who seems less likely but still possible. Planetary
atoms, highly doubly excited atoms which autoionize if their excited electrons resonantly
interact with each other. Depending on the excitation con�guration, planetary atoms
autoionize within picoseconds. However, the more abundant con�guration of highly
double excitation may provide destructive interference of the interaction of the electrons.
Thereby the lifetime of such states is signi�cantly enhanced, up to seconds. Due to ra-
diative transitions a resonant interacting ensemble can be generated which autoionizes
immediately, which can occur at any point in time. Although this planetary atom con-
�guration seems rather unlikely, there is a probability that this phenomenon might be a
solution for the observed initial energy spectrum of background electrons in the volume
of the main spectrometer.

The measurements with a radioactive 223Ra source were not performed as initially
planned. The contributions of a Rydberg-induced background directly from the source
could not be separated from radon-induced events. However, deliberate contamination
increased the overall background level in order to reproduce some characteristics of the
remaining background. Hence, the dependency on the inner electrode potential was
reproduced as it was expected from measurements by N. Trost. In addition the activation
saturation of the main spectrometer surface by the radioactive source was observed and
its diminution after the valve to the 223Ra source was closed. Further measurements with
a 212Pb source are in discussion, whereby no radon contamination of the source has high
priority. This isotope is more suitable since its half-life is about 11 hours.
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A. Appendix

A.1. Background measurement data sets

Table A.1.: Background measurements L, M, N and N2 at di�erent inner electrode potentials.
The magnetic �eld in the analyzing plane was 3.8 G. The pressure was p <
1 · 10−9 mbar in the spectrometer. The vessel potential was adjusted such that
U0 = Uvessel + UIE,common = −18.6 kV. Even the steep cones (USC were di�erent.
Given rates correspond to the number of events within the ROI (25.72 keV −
30.72 keV).[48]

Data set UIE,common (V) USC (V) UPAE (kV) Rate (mcps)

L 0 0 +10 890 ± 5
M -5 +2 +4 824 ± 1

-10 +2 +10 789 ± 5
-15 +2 +10 755 ± 6
-20 +2 +10 729 ± 7
-35 +2 +10 701 ± 12
-50 +2 +10 643 ± 5

N -100 +1 +10 620 ± 8
N2 -100 +97 +4 664 ± 1

-200 +1 +10 587 ± 7
-300 +1 +10 555 ± 7
-400 +1 +10 545 ± 7
-575 +2 +10 490 ± 12
-800 +2 +10 517 ± 12

Table A.2.: Background measurements U and S at di�erent UHV pressure levels in the spec-
trometer. Recorded with UIE,common = −100 V, USC = +1 V, UPAE = +10 kV.
Background rates correspond ti the number of events within the ROI. [48]

Data set Pressure (·10−10mbar) B-�eld Rate (mcps)

S 14.9+0.6
−0.4 5 G 484 ± 8

U 82.4+0.1
−0.1 5 G 614 ± 5
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A. Appendix

Table A.3.: Background measurements L,P and Q at di�erent magnetic �eld settings during
SDS-IIa. Carried out with cold ba�es and spectrometer in its standard HV-mode.

Data set Magn. �eld setting UIE,common (V) Rate (mcps)

L 3.8 G 0 890 ± 5
P 5 G 0 645 ± 4
Q 9 G 0 349 ± 3
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A.1. Background measurement data sets

Figure A.1.: The 4n-chain of 232�. Commonly called the thorium series, beginning with
thorium-232 and terminates with lead-208. Colored frame around the isotopes
referres to their stability from dark blue to red, black indicates stable.[198]
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Figure A.2.: Background rate with symmetric magnetic �eld of the thorium measurements.
Appended with a reference background of 0.6 cps.[81]

Figure A.3.: Background rate with asymmetric magnetic �eld of the thorium measurements.
Due to the asymmetric magnetic �eld, more electrons from the wall are detected,
resulting in a much higher rate in compared to the symmetric case.[51]
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A.2. SRIM simulations

A.2. SRIM simulations

Figure A.4.: Number of sputtered atoms per chemical element. Not scaled to the initially
number of Pb-ions.

Table A.4.: Fit results of the energy distribution sputtering yield with free U and m. For each
element the �t parameters U and m are given and the theoretical surface binding
energy, used in SRIM. The �ts lead to calculated peak positions with eq. 3.3 and
the meanm tom = 0.24512

Element Esub,theo (eV) U (eV) m Epeak (eV)

O 2 1.346 ± 0.010 0.1436 ± 0.0017 0.786
Cr 4.12 2.538 ± 0.0039 0.2038 ± 0.0036 1.594
Fe 4.34 2.453 ± 0.046 0.2277 ± 0.0043 1.588
C 7.41 2.517 ± 0.104 0.3356 ± 0.0087 1.894
Ni 4.46 1.838 ± 0.070 0.3149 ± 0.0082 1.341
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A. Appendix

Figure A.5.: Polar angular distribution for each element.
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A.2. SRIM simulations

Figure A.6.: Unscaled Energy distribution of the transmitted 206Pb-ions. Nearly uniformly
distributed from 1 eV to 103 keV, with slighty higher rates at low energies.

Figure A.7.: Polar angle distributions of the transmitted 206Pb-ions. Clearly visible maximum
at ≈ 45◦.
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Figure A.8.: Scaled energy distribution of sputtered atoms caused by the transmitted 206Pb-
ions. Also �tted with the model function eq. 3.8, but the low rates, especially for
nickel and carbon, deliver no good �ts.

Figure A.9.: Scaled polar angular distribution of sputtered atoms caused by the transmitted
Pb-ions.
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A.2. SRIM simulations

Figure A.10.: 1D histogram of the end positions of the stopped 206Pb-ions. The X-pro�le
corresponds to the depth (x-axis) of implantation is shown in red. The lateral
pro�les along y in blue and z in green, respectively.

Figure A.11.: 2D pro�les for the xy- and xz-plane of the stopped 206Pb-ions. The color indi-
cates the amount of particles.
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A.3. Electric and magnetic �elds

A.3. Electric and magnetic fields

Table A.5.: Unit transformation from SI to atomic units

Dimension Expression Value (SI)

length 4πϵ0~
2

mee2 a0 = 5.292 · 10−11 m
energy mee

4

(4πϵ0~)2
Eh = 27.211 eV

time ~
Eh

2.419 · 10−17 s
momentum ~

a0
1.993 · 10−24 kg ·m · s−1

force Eh
a0

8.239 · 10−8 N
electric �eld Eh

ea0
5.142 · 1011 V ·m−1

electric potential Eh
e 27.211 V

magnetic �eld ~
ea2

0
2.35 · 105 T

Figure A.12.: Energies of Na m = 0 levels of n ≈ 20 as a function of electric �eld. The shaded
region is above the classical ionization limit.[74]

103



A. Appendix

A.3.1. Simulated electric field maps and along paths of various angle

Figure A.13.: Electric �eld contour map at the vessel wall in the xy-plane. At global KATRIN
main spectrometer coordinates −0.2 m ≤ y ≤ 0.2 m and 4.65 m ≤ x ≤ 4.85 m.
The color indicates the electric �eld strength ®E · êy in V/m.

Figure A.14.: Electric �eld contour map at the vessel wall in the xy-plane. At global KATRIN
main spectrometer coordinates −0.2 m ≤ y ≤ 0.2 m and 4.65 m ≤ x ≤ 4.85 m.
The color indicates the electric �eld strength ®E · êz in V/m.
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A.3. Electric and magnetic �elds

Figure A.15.: Electric �eld strength ®Ey distributions along straight paths started from
(x,y, z) = (4.85, 0, 0) directed into the volume under various polar angles
(0◦ ≤ θ ≤ 40◦).

Figure A.16.: Electric �eld strength ®Ez distributions along straight paths started from
(x,y, z) = (4.85, 0, 0) directed into the volume under various polar angles
(0◦ ≤ θ ≤ 40◦).
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Figure A.17.: Electric �eld strength ®Ex distributions along straight paths started from
(x,y, z) = (4.85,−0.186, 0) directed into the volume under various polar an-
gles (0◦ ≤ θ ≤ 60◦).

Figure A.18.: Electric �eld strength ®Ey distributions along straight paths started from
(x,y, z) = (4.85,−0.186, 0) directed into the volume under various polar an-
gles (0◦ ≤ θ ≤ 60◦).

Figure A.19.: Electric �eld strength ®Ez distributions along straight paths started from
(x,y, z) = (4.85,−0.186, 0) directed into the volume under various polar an-
gles (0◦ ≤ θ ≤ 60◦).
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A.4. Autoionization

A.4. Autoionization

Table A.6.: Energies and assignments of atomic autoionizing states taken from Willis et al.
[180]. Roman letters refer to peak labels in �g. 4.10b. Primes and double primes
refer to the (2D) and (2P ) core, respectively.[182]
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Figure A.20.: Autoionizing Rydberg series of iron from the 45061.327 cm−1 3d64s5s 5D3 level
that converges to the 384.77 cm−1 3d64s 6D7/2 level of the ion. The excitation
sequence is shown in the �gure. The dots and e�ective quantum numbers 16.87,
17.87, 18.88 identify members of a series converging to the 667.64 cm−1 level of
the ion.[185]
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A.5. Radium-223 measurements

A.5. Radium-223 measurements

Figure A.21.: Pixel distribution of the rates after opening the valve to the 223Ra source (im-
planted in steel). The rate of the whole detector is 1927 ± 0.5 cps. Pixel 110 and
139-142 are excluded due to anomalous behaviour.

Figure A.22.: Relative background reduction as a function of the inner electrode o�set poten-
tial.[128]
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Figure A.23.: Decay chain 4n+3: Actinium series: Dashed arrow is decay mode with <1%
probability. Dotted arrows are decay modes with <0.01% probability.[199]
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