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Abstract

The TRISTAN project of the KATRIN experiment aims to search for the
signature of keV sterile neutrinos in the β-decay spectrum of tritium. For a
three year measurement of the differential β-electron energy spectrum at an
event rate of 108 counts per second (cps) a sensitivity for sterile mixing angles
sin2 θ < 10−6, within the accessible sterile neutrino mass range, is projected.

In order to achieve this goal, an upgrade of the KATRIN detector and data
acquisition system is necessary, as it currently cannot provide the required
energy resolution and high rate capabilities for a sufficiently precise measure-
ment of the differential tritium spectrum. A silicon drift detector pixel array
with ∼ 3500 pixels is envisioned for accomplishing this task. Furthermore, a
data acquisition system (DAQ) capable of handling up to 105 cps per channel
is essential.

At these high event rates, the rate dependent systematic effects arising from
data acquisition reach a magnitude where they require thorough modeling. In
this work, the systematic effects of dead time and signal pileup are investigated.
This includes a detailed study of their origin, the development and verification of
analytical and simulation-based modeling approaches, as well as the discussion
of correction and mitigation methods. For modeling the shape of the pileup
spectrum a convolution approach is proposed and verified with simulated data.
Based on this model the impact of pileup on the final sensitivity for keV sterile
neutrinos is estimated. The study yields a sensitivity reduction of a factor∼ 0.5
in the most sensitive sterile neutrino mass range. Moreover, it is demonstrated
that almost all sensitivity can be recovered through post acceleration of the
β-electrons before they hit the detector.
Additionally, the DAQ system used for data readout with the current 7-

pixel TRISTAN prototype detector is characterized with regard to its high
rate capabilities. A detector emulator is employed for studying pileup and
the associated minimum resolution time for resolving successive events. The
minimum resolution time is found to be sufficiently low to ensure a pileup
event fraction below 1 % for the expected rate per pixel. Dead time and its
connection to input rate estimation are investigated as well. It is established
that the default input rate estimation significantly underestimates the rate,
which can be explained and corrected through consideration of event losses
due to preamplifier resets. The proposed correction method provides a more
reliable input rate estimation up to 105 cps.
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CHAPTER 1

Introduction

Neutrinos are a well-established sector of the standard model of particle physics, how-
ever many questions regarding neutrinos still remain unanswered. This includes the
determination of their absolute mass. Before the discovery that neutrinos change their
flavor state through neutrino oscillations, they were thought to be massless. The neu-
trino oscillation mechanism requires mass differences between the three known neutrinos
and thus, at least two non-zero masses are required. Nevertheless, neutrino masses are
extremely small. So small, that no experiment has succeeded in determining the absolute
mass yet.
The KATRIN experiment (Karlsruhe Tritium Neutrino experiment) is a high pre-

cision β-decay experiment which aims to measure the effective electron neutrino mass
with a sensitivity of 0.2 eV(90% confidence level). This would improve upon previous
experiments by one order of magnitude. The experiment consists of a highly active,
gaseous tritium source and a MAC-E type spectrometer to select β-decay electrons with
kinetic energies above a set minimum energy. The remaining electrons are focused on
a silicon drift detector to count them and an integral spectrum is acquired by setting
the spectrometer to different minimum energies. In this spectrum, a non-zero neutrino
mass would lower the maximum kinetic energy available to the decay electrons, and
furthermore lead to a distinct distortion of the spectrum near the endpoint. Thus, only
the endpoint region is of interest for a neutrino mass measurement.

Using the KATRIN setup it is also possible to search for the existence of sterile neutrinos
with masses in the keV range. These non-interacting neutrinos are candidates for warm
dark matter and could play a role in explaining the smallness of the neutrino masses.
Through neutrino mixing, they would contribute to the β-decay and leave a kink signature
as well as a spectral distortion in the differential tritium spectrum. Within the context of
warm dark matter models, the existence of such sterile neutrinos is already experimentally
constrained to the ppm-level. Attempting to detect the spectral contribution in a β-decay
pushes the experimenters understanding of model and experimental parameters to their
limit.

For measuring the differential tritium spectrum with KATRIN, the spectrometer can
be set to a low filter energy. This allows most of the decay electrons to reach the detector,
increasing the event rate by a factor 108. Without the spectrometer the detector itself is
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Introduction

used to determine the electron energies, which requires a good intrinsic energy resolution.
Leveraging the high luminosity of KATRIN’s source enables acquisition of sufficient
statistics to reach ppm-sensitivity within three years data taking. However, KATRIN’s
current detector and readout system is not suited to this task, since it is optimized
for operation in the endpoint region where the event rate is low. Due to the detector
technology it cannot provide the necessary precision in energy determination.

For this reason, the TRISTAN project (TRitium Investigation on STerile (A) Neutrinos)
was founded. It is centered around the construction and characterization of a new de-
tector system that will be able to handle rates up to 109 counts per second (cps) while
maintaining an excellent energy resolution.

For detector and front-end electronics the optimization of energy resolution is paramount.
The biggest challenge for the back-end data acquisition system (DAQ system) is the rate
requirement. When confronting DAQ systems with high rates, two systematic effects are
of particular importance: dead time, which results in an overall loss of recorded events,
and signal pileup, referring to the effect of multiple events being registered as one, leading
to a distortion of the measured spectrum. Both effects scale with the event rate, making
them evermore important for a ppm-level sterile neutrino search with TRISTAN. The
magnitude of dead time and pileup can be reduced, to a certain extent, by using suitable
hardware. Understanding and modeling these effects is crucial for TRISTAN and this
work is an effort to advance in this direction.

Chapters 2 to 4 serve as an introduction to neutrino physics, the KATRIN experi-
ment, and the TRISTAN project. In the subsequent chapters, the focus is laid on data
acquisition. First, some basic principles of data acquisition for silicon drift detectors are
explained in chapter 5. Building on this, dead time and pileup are investigated in chapter
6 which includes a detailed study of their origin, the development and verification of
modeling approaches, as well as the discussion of correction and mitigation methods.
Furthermore, an analytic model for pileup is put into the context of a sterile neutrino
search and its sensitivity impact is quantified.
On the experimental side, the TRISTAN prototype DAQ system is tested with a

detector emulator with regard to its capabilities for pileup rejection and rate detection.
These measurements are also used to review the previously developed models and the
results are presented in chapter 7.
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CHAPTER 2

Neutrino physics

Neutrinos are uncharged, very light elementary particles that rarely interact with other
matter, nevertheless they play an important role in nuclear, high-energy, and astrophysics.
They were abundantly produced during the Big Bang resulting in a cosmic background
of low energetic relic neutrinos carrying information about the earliest moments of our
universe.

A large neutrino flux is also constantly emanating from the sun as a product of nuclear
fusion within its core. On Earth roughly 6.5 · 1010 neutrinos of solar origin pass through
each square centimeter per second [Bel04], traveling unnoticed and nearly unhindered
through us as well as the solid ground below our feet. On rare occasions they interact via
the weak nuclear force, but even then they exhibit behavior unlike any other elementary
particle of the standard model, as they seem to be missing a right-handed counterpart
due to the combination of near masslessness and lack of electrical or color charge.
Since their postulation and discovery in the early 20th century the field of neutrino

physics has developed vastly. Three neutrino flavors were discovered, completing the
structure of three generations within the standard model of particle physics. Contrary to
prior belief, the observation of neutrino flavor oscillations confirmed that neutrinos carry
mass. However, due to its smallness the absolute mass scale has yet to be determined.
Other questions about neutrinos remain as well. For example, whether they can act as
their own antiparticle and the question of the existence of their non-interacting right-
handed partners, the sterile neutrinos.

This chapter provides an introduction to aspects of neutrino physics with a focus on
neutrino masses and sterile neutrinos. As a basis, their discovery, incorporation within
the standard model, and the topic of neutrino oscillations are summarized in sections
2.1 to 2.3. Building on this, methods for probing the absolute mass scale and possible
extensions of the standard model with sterile neutrinos are discussed in sections 2.4 and
2.5.
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Neutrino physics

2.1 Postulation and discovery
On the 4th of December 1930, the existence of neutrinos was postulated by Wolfgang
Pauli in a letter to a society of nuclear physicists in Tübingen [Pau30]. What he first
named “neutron” later became known as the neutrino when Enrico Fermi shaped this
idea into a theory about the particle’s interactions [Fer34].
The postulation of the neutrino was Pauli’s attempt to explain the shape of energy

spectra from radioactive beta decay. Today we know that in such a decay, or more specif-
ically a β−-decay, a neutron converts to a proton, an electron, an electron antineutrino
and a fixed amount of energy distributed to all these daughter particles. This process is
typically represented in the reaction scheme

n→ p + e− + νe . (2.1)

In 1930 it was known that an electron is emitted in this process, but neutrinos, being
electrically neutral and their other interactions being weak as well, could not be detected.
If only two particles were produced in this process, namely the daughter nucleus and
the electron, both would receive the same amount of energy due to the conservation of
momentum. Then the electron energy spectrum would be a monoenergetic line. This,
however, is in contradiction to experiments that show a continuous distribution of energies
between zero and a maximum energy E0, as shown in figure 2.1. Some physicists were
ready to abandon the law of conservation of energy to explain this conundrum. Pauli,
on the other hand, suggested that an additional, electrically neutral particle is emitted
which remained undetected by the experimenters.

Due to the neutrinos low interaction cross section they were often referred to as “ghost”
particles and it took until 1956 for the first direct observation of the neutrino by the
Cowan-Reines neutrino experiment [RC53]. Quite fittingly, this experiment was often
referred to as project poltergeist and it looked for the signature of inverse beta decays
induced by electron antineutrinos. A large neutrino flux was needed to compensate for the
low interaction cross section and it was provided by a nuclear reactor. This idea proved
to be excellent and reactor neutrinos now play a significant part in modern neutrino
oscillation experiments.
Over the remaining half of the 19th century two additional neutrino flavors were

discovered corresponding to the second and third generation of particles in the standard
model of particle physics. The muon neutrino νµ was discovered in 1962 at the AGS
accelerator in Brookhaven [Dan62], and the tau neutrino ντ was observed in 2000 by the
DONUT experiment [Kod01]. All three neutrinos were appropriately labeled according
to the particles they couple to in charged current weak interactions, namely the electron,
muon and tau lepton.
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Figure 2.1: Normalized energy spectrum of beta decay electrons as described by Fermi (blue
curve). Here shown in case of the tritium decay with an endpoint energy of E0 = 18.6 keV. The
red line exemplifies the expected monoenergetic line if no neutrinos were involved.

2.2 Neutrinos in the standard model

The standard model [Tan18] is the most successful theory of particle physics to date
and has yet to be replaced by a more complete theory. It is a quantum field theory that
describes the properties of the 17 known fundamental particles and their interactions
through three of the four fundamental forces. Gravity has not yet been successfully
integrated into a coherent theory of particle physics and on the scale of elementary
particles, it is very weak compared with the other forces.
The particles of the standard model can be grouped into categories (see figure 2.2):

the matter particles quarks and leptons, the force carrier gauge bosons, and the Higgs
boson. The quarks and leptons are also labeled as fermions since they each have a spin
of 1/2 in contrast to the bosons that have integer spins. Additionally, each fermion has a
corresponding antiparticle which is its charge conjugated partner.

Quarks and leptons are subdivided into three generations or flavors of increasing mass
scales. Most known matter of our universe is made of particles from the lightest generation,
namely the up quark, down quark and the electron. Up and down quarks form protons
and neutrons within atomic nuclei, and electrons constitute their atomic shells. As stable
particles photons and neutrinos are also very abundant in our universe. In contrast, the
other matter particles of higher generations are unstable and decay into particles of the
first generation.
Forces are mediated by gauge bosons that stem from invariances of the standard

model Lagrangian density toward local gauge transformations. The photon transmits the
electromagnetic force between electrically charged particles, gluons transfer the strong
force between color-charged particles confining quarks and gluons into bound states,
and Z and W bosons mediate the weak force which is responsible for flavor changing
phenomena such as the beta decay and quark mixing. Furthermore, the electromagnetic
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Figure 2.2: Particles of the standard model [Mis06].

and the weak force are unified into the electroweak force, connecting the massless photon
and the massive Z andW bosons through one combined gauge symmetry. This electroweak
symmetry is spontaneously broken at low energies through the Higgs mechanism which
explains the non-zero masses of the Z and W. More specifically this is achieved by adding
a term containing a scalar field, the “Higgs field”, to the standard model Lagrangian.
The particle corresponding to this field is the Higgs particle and as an important missing
piece of the standard model it was discovered in 2012 at the Large Hadron Collider by
the CMS and ATLAS experiments [CMS12] [ATL12].

There are three neutrinos in the standard model. They carry neither electrical nor
color charge and only interact via the weak force which makes them notoriously hard to
detect. They were assumed to be massless until the discovery of neutrino oscillations by
the Super-Kamiokande experiment in 1998 [Fuk98]. These flavor changing oscillations
imply a mass splitting between the neutrino states, but give no information on the
absolute mass scale. This absolute mass scale is very low in comparison to the masses of
other elementary particles. So low that even to this date no experiment has succeeded in
performing a direct measurement of neutrino masses. Instead, these experiments provide
upper limits on the neutrino mass scale.
Neutrinos are closely related to the phenomenon of parity violation as demonstrated

by the Wu experiment [Wu57] and the Goldhaber experiment [GGS58] in 1957 and 1958
respectively. These experiments proved that neutrinos are left-handed (spin opposed to
the direction of travel) and antineutrinos right-handed (spin aligned in direction of travel).
This implies that charged current weak interactions, in which beta decay neutrinos are
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2.3 Neutrino oscillations and mixing

produced, do not act in the same way on parity-transformed systems. On the contrary,
they maximally violate this symmetry, unlike the electromagnetic and strong forces which
conserve parity. This led to the conclusion that W bosons only couple to left-handed
particles and right-handed antiparticles.

Thus, the theory of the electroweak interaction is constructed as a chiral theory, splitting
particle fields into left-handed and right-handed components. The matter particles of the
standard model are then represented as left-handed doublets and right-handed singlets of
the weak isospin - with one exception. As there is no evidence for the existence of right-
handed neutrinos and left-handed antineutrinos they are not included in the standard
model. Furthermore, this leads to neutrinos being massless in this context. For massive
particles, it is possible to detect particles in the parity-flipped state compared to the initial
state of charged current production. Left-handed and right-handed states are allowed to
mix if there is a frame of reference where the helicity is flipped. This introduces a term
containing the flipped state to the particles state with a coefficient ∝ m

E where m is the
mass and E the energy of said particle [Tan18]. For massless particles, this term is equal
to zero and they are not allowed to change handedness through propagation. Contrary
to this, for the neutrino this term must vanish if the right-handed state does not exist,
meaning they have no mass.
If right-handed neutrinos existed, they would not couple to standard model particles

and would only manifest themselves through neutrino oscillations and gravity. Hence
they are often referred to as sterile neutrinos [Vol02]. They pose a compelling extension
to the standard model and could help explain neutrino masses and their large disparity
compared to the other fermion masses. It is very natural to assume the existence of
right-handed neutrinos when all other particles have a right-handed counterpart. The
inclusion of neutrino masses in an extended standard model also raises questions on the
Dirac or Majorana nature of neutrinos. The masses of all charged fermions are represented
by Dirac mass terms. Since neutrinos only carry the weak isospin it is possible to add
another type of mass term, the Majorana mass term, to the standard model Lagrangian
without violating charge conservation [Moh07].

2.3 Neutrino oscillations and mixing

Neutrino oscillations are transitions of neutrino flavors from one state to another through
propagation over distances. A neutrino produced as an electron neutrino in a weak process,
in a reactor for instance, may change its flavor to a muon neutrino upon detection a
couple of kilometers away from the reactor. This phenomenon is only possible for massive
neutrinos. The idea of massive neutrinos and their oscillations was proposed by Bruno
Pontecorvo in 1968 [Pon68], inspired by the deficit in the neutrino flux originating from
the sun as measured by the Homestake Experiment in the late 1960s [DHH68].

The observation of neutrino oscillations is one of the most important physics discoveries
in recent decades and there is evidence from many different experiments studying solar,
atmospheric, accelerator, and reactor neutrinos [Tan18]. The first definite observation
of neutrino oscillations was achieved by the Super-Kamiokande Collaboration in 1998
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Figure 2.3: Representative Feynman graph for a neutrino oscillation. A muon neutrino is
produced in a pion decay and propagates as a superposition of mass eigenstates. The propagated
state is projected onto the electron neutrino eigenstate when it is detected in an electron
scattering process.

[Fuk98] and confirmed by the SNO Collaboration in 2001 [PS01], which led to the award
of the 2015 Nobel Prize for Physics to Takaaki Kajita [Kaj15] and Arthur McDonald
[McD15].

The mathematical description of neutrino oscillations is given in terms of transition and
survival probabilities. For example, this can refer to the probability for survival of acceler-
ator muon neutrinos P (νµ → νµ) when they are detected through charged current muon
production, or to the disappearance probability P (νe → νµ,τ ) of reactor electron neutri-
nos when they transition to the other flavors and are not registered by an inverse beta
decay detector. These transitions are possible for massive neutrinos where the eigenstates
of propagation (mass eigenstates) are not the same as the eigenstates of weak interaction
(flavor eigenstates). This is similar to quark mixing where the strong eigenstates differ
from the weak eigenstates resulting in mixing between quark generations. The two sets
of neutrino eigenstates are connected by the Pontecorvo–Maki–Nakagawa–Sakata matrix
(PMNS matrix) U`i. Similarly to the Cabibbo–Kobayashi–Maskawa matrix (CKM ma-
trix) from quark mixing, this is a unitary matrix describing a rotation from one set of
eigenstates to another.
With this matrix the flavor eigenstates |ν`〉 can be expressed as a linear combination

of the mass eigenstates |νi〉 or vice versa with the conjugate transposed matrix.

|ν`〉 =
3∑
i=1

U`i |νi〉 i = 1, 2, 3 and ` = e, µ, τ (2.2)

In case of three neutrino flavors the PMNS matrix has 3× 3 complex elements and can
be parametrized by three Euler angles θ12, θ23, θ13 and up to three CP violating phases,
depending on the Dirac or Majorana nature of neutrinos [Tan18].

The mass splitting and the PMNS matrix elements are probed with solar, atmospheric,
accelerator and reactor neutrinos by a multitude of experiments that measure transition
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2.4 Neutrino mass measurements

and survival rates. In two flavor neutrino mixing the probability for a transition from
flavor state α to flavor state β would be

P (να → νβ) = | 〈νβ|να(t)〉 |2 = sin2(2θ) · sin2
(

1.27 ·∆m2
ij [eV2] · L[km]

4E[GeV]

)
, (2.3)

where θ is the mixing angle, L is the distance between creation and detection, E is the
energy of the neutrino and ∆mij = m2

i −m2
j is the mass splitting. A consequence of this

equation is that neutrino oscillations are only possible if the masses of neutrinos differ
from each other (∆mij 6= 0) and if the generations mix (θ 6= 0). Two flavor mixing is
a good approximation for νµ → ντ and νe → νµ,τ transitions, but generally it will be a
superposition of multiple oscillation terms in case of three or more flavors [Tan18].

Results from many experiments are frequently combined by the NuFit-group [Est19;
Est18] which currently yields

∆m2
12 ≈ 7.4 · 10−5 eV2 and |∆m2

23| ≈ 2.5 · 10−3 eV2 (2.4)

for the two mass splittings. The sign of ∆m2
23 is still unknown. Furthermore, oscillation

experiments are only sensitive to mass splittings and not the absolute mass scale. This
suggests three possibilities for the hierarchy of the mass eigenstates. The normal hierarchy
where m1 � m2 < m3, the inverted hierarchy m3 � m1 < m2 and the quasi-degenerate
mass spectrum m1 ≈ m2 ≈ m3, where the mass scale is on the order of 0.1 eV and much
larger than the splittings.

2.4 Neutrino mass measurements
The absolute neutrino mass scale is so low that no experiment has been able to measure
it yet. Instead, the experiments deliver upper limits in the eV range. There are currently
three approaches to measure and constrain the neutrino mass scale [Dre13].

• Cosmological constraints
Neutrinos and their masses are connected to structure formation in the early uni-
verse. They they were plentifully produced during decoupling of the electroweak
force after the Big Bang and due to their low mass neutrinos have a large free
streaming length, acting as hot dark matter. Therefore, they provide gravitational
wells for matter clustering only on large scales while decreasing the formation of
galaxies. By measuring the structure of the early universe, which is imprinted in the
cosmic microwave background, and the structure of today’s universe, determined
by galaxy surveys, the sum of the neutrino masses can be tightly constrained. The
most recent result by the Planck collaboration yields [Agh18]∑

j

mj < 0.12− 0.54 eV, 95 % CL . (2.5)

This limit is highly model dependent and varies with the choice of included datasets,
where the tightest bound is achieved via inclusion of baryon acoustic oscillation
measurements from galaxy redshift surveys.
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• Neutrinoless double beta decay (0νββ)
The neutrinoless double beta decay is a hypothetical decay of a nucleus emitting
two beta electrons at the same time without emitting neutrinos. This process is
possible if neutrinos are Majorana fermions, meaning they can act as their own
antiparticles. The two neutrinos involved in the neutrinoless double beta decay are
only virtual particles and cancel out as shown in figure 2.4. The corresponding
decay rate is proportional to the absolute square of the effective electron neutrino
Majorana mass mee, which is the coherent sum of all neutrino masses weighted
with PMNS matrix elements:

Γ ∝ m2
ee =

∣∣∣∣∣
3∑
i=1

U2
eimi

∣∣∣∣∣
2

. (2.6)

Here, in contrast to the pure Dirac neutrino picture, the PMNS matrix contains
two additional Majorana phases for a total of three CP violating phases. The decay
rate is also proportional to the nuclear matrix element which introduces a model
dependent theoretical uncertainty. A combination of experimental results from 2015
sets the limit mββ < 0.130− 0.310 eV depending on the choice of calculation for
the nuclear matrix element [Guz15].

• Direct neutrino mass measurement
The most reliable method of determining the neutrino mass, in terms of model
independence, is a direct measurement based solely on kinematics. This technique
relies on the fundamental relationship E2 = p2 +m2. By determining the energy
and momentum of a neutrino or the kinetic energy of electrons in a β-decay, the
neutrino mass scale can be measured or constrained.
One possibility is a time-of-flight measurement of neutrinos from supernovae. The
momentum is connected to the time delay between light and neutrino arrival and
the energy can be obtained from the amount of signal in the detector. Data from
SN1987A collected by Kamiokande-II, IMP and Bakasan yield the mass limit
m2
ν < 5.8 eV [PRV10], which is only slightly dependent on the supernova model.

Another more sensitive method is precision beta spectroscopy. Here, the neutrino
mass is determined by precisely measuring the energy spectrum of β-electrons
in the endpoint region, where the electron receives the full decay energy and the
neutrino has momentum equal or close to zero. This method is sensitive to the
effective electron antineutrino mass

m2
νe =

Nν∑
i=1
|U2
ei|m2

i , (2.7)

which is an incoherent weighted sum over all squared neutrino masses and, opposed
to mee from 0νββ-experiments, does not contain the CP violating phases. The
lowest limit from this method is set by the Troitsk experiment [Ase11]

mνe < 2.05 eV , 95 % CL . (2.8)
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Figure 2.4: Feynman diagram of the neutrinoless double beta decay. This process is only possible
if neutrinos are Majorana fermions and act as their own antiparticle.

With mνe < 2.3 eV at 95 % CL the Mainz experiment achieved a similar result
[Kra05] and the next generation of laboratory experiments is working on improving
these limits. This includes the tritium beta decay experiments KATRIN and Project
8 which will measure the electron antineutrino mass, as well as complementary
experiments ECHo, HOLMES and NuMECS determining the electron neutrino
mass from the 136Ho electron capture spectrum [Mer16]. The KATRIN experiment,
which uses the MAC-E filter technique, is the direct successor of the Troitsk and
Mainz experiments and aims to reach a sensitivity of∼ 0.2 eV at a 90 % CL [KAT05].

2.5 Sterile neutrinos

Sterile neutrinos represent a natural and well-motivated extension of the standard model.
Currently, the standard model includes the three active neutrinos νe, νµ, and ντ , which
have all been directly observed through their interactions and this exact number of
light, active neutrinos is supported by measurements of the invisible Z boson decay width
[ALE06]. As mentioned in section 2.2, neutrinos are represented as part of the left-handed
electroweak lepton doublets. However, unlike other particles their counterpart, the right-
handed electroweak singlet, is missing. Adding right-handed neutrinos can contribute to
explaining a variety of open problems. It would fill the gap in the standard model fermion
field structure, open a path to introduce neutrino masses, and in some theories explain
the large mass discrepancy between active neutrinos and the other fermions through the
seesaw mechanism.
These right-handed neutrinos are often referred to as “sterile”, since they would not

couple to the other particles through any of the standard model interactions. This makes
them natural candidates for dark matter depending on their mass and if there is a
viable mechanism of production in the early universe. Although a direct interaction
with standard model particles is only possible via gravity, sterile neutrinos would still

13



Neutrino physics

mix with the active flavors and possibly leave signatures in oscillation and spectroscopy
experiments.

The methods of theoretically constructing the enhanced neutrino sector are plentiful
and leave many choices such as the number of sterile neutrinos, their mass and the
inclusion of Majorana mass terms [Vol02]. The following list highlights three cases as
given in [Adh17], which are distinguished by the sterile neutrinos mass ms:

• ms � TeV
A typical method for explaining the small scale of the neutrino masses is the
minimal type I seesaw mechanism [Boy19]. This scenario introduces both Dirac
and Majorana neutrino mass terms where the Dirac mass mD is on the scale of the
other fermion masses and the Majorana mass M is much larger. Diagonalizing the
corresponding mass matrix naturally leads to three small mass states and one or
multiple very heavy sterile neutrinos with masses above the TeV-scale.
Not only would this answer the question of the large mass discrepancy between neu-
trinos and the other fermions, but it could also provide an answer to the generation
of baryon asymmetry in the early universe through its implications on leptogenesis
[Tan18].

• ms = O(eV)
The oscillation between active and sterile neutrinos with additional mass states in
the eV-range is a proposed solution to the measured excess of electron neutrino
appearances at LSND and MiniBooNE [Agu18]. Other measurements in favor of
this scenario are the electron antineutrino reactor anomaly, which constitutes a
significant lack of antineutrinos detected in short baseline reactor experiments
[Men11], and the gallium anomaly where a deficit of neutrino flux was detected in
radioactive source calibrations of the GALLEX and SAGE experiments [Tan18].
There are however tensions with a multitude of other appearance and disappearance
experiments, which significantly constrain the parameter space of active to sterile
oscillation parameters in case of a model with three active neutrinos and one sterile
neutrino [Tan18; An14; Alm18].
Additional mass states in the eV scale would also leave signatures in the form of
kinks in beta decay spectra and can be probed with the KATRIN experiment.

• ms = O(keV)
As first proposed by Scott Dodelson and Lawrence M. Widrow [DW94], sterile
neutrinos in the keV range are viable candidates for dark matter. They carry no
standard model charge and can act as either warm or cold dark matter depending
on the specifics of the production mechanism. They could, for instance, be produced
via oscillations at high temperatures in the early universe, but unlike WIMPs, they
would not enter thermal equilibrium due to their low interaction strength [BRS09].
Due to their non-zero coupling to active flavors, keV sterile neutrinos are technically
unstable and decay to a photon and an active neutrino. With sufficiently low mixing
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angles, however, their lifetime is on the order of the age of the universe. Cosmic
X-rays and other cosmological observables strongly limit the allowed parameter
space for sterile neutrinos in the high mass region, but do not exclude the low keV
region as shown in figure 2.5 [Boy19].
A popular extension of the standard model which includes keV sterile neutrinos
is the neutrino minimal standard model (νMSM)[ABS05]. It introduces no new
physics other than three sterile neutrinos. One at keV mass, which represents the
dark matter candidate, and two at roughly the GeV-scale which ensure small active
neutrino masses through the seesaw mechanism. Furthermore, these heavy states
can generate the observed baryon asymmetry of the universe through oscillation-
induced leptogenesis [AS05].
A direct search for keV sterile neutrinos with laboratory experiments is challenging
but possible. They would leave signatures in beta decay and electron capture
spectra [Adh17], however due to their extremely low mixing this effect would be
very small. The TRISTAN project, a part of the KATRIN experiment, aims to
probe the sterile parameter space up to masses of ∼ 18.6 keV and down to mixing
angles sin2 θ < 10−6 [Mer18]. This region is largely excluded by existing X-ray
constraints, but direct and model independent searches with laboratory conditions
are worthwhile nonetheless.
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Figure 2.5: Constraints on the keV sterile neutrino parameter space. The figure is based on
[Boy19] and shows which combinations of sterile masses ms and mixing angles θ are excluded.
Only the most stringent limits on keV sterile neutrinos are shown. They are comprised of
phase space considerations due to Pauli’s exclusion principle (red), limits from non-observation
of X-rays from sterile neutrino decays (blue), and the overproduction of sterile neutrinos at
large mixing angles compared to the observed dark matter density (orange). The orange line
matches the parameter values where the correct amount of dark matter is produced in thermal
equilibrium. Below this line, sterile neutrinos can be produced in the appropriate amount
through resonantly enhanced thermal production (see [Boy19]). This mechanism breaks down
below the dotted green line, because it would be inconsistent with Big Bang nucleosynthesis.
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CHAPTER 3

The KATRIN experiment

Almost a century after Pauli’s discussion of beta decay and the postulation of the
neutrino, beta decay is still relevant in modern physics. The energy spectrum of beta decay
electrons allows direct determination of the neutrino mass based solely on kinematics.
Over the last decades, the experimental techniques have improved drastically and

the beta spectrum can be measured with unprecedented precision. Building on the
experience of former direct neutrino mass measurements Troitsk and Mainz, the KATRIN
Experiment (Karlsruhe Tritium Neutrino Experiment) [KAT05] aims to improve upon
the current neutrino mass limit by an order of magnitude to achieve a sensitivity of
mν ∼ 0.2 eV at a 90 % confidence level. It does so by measuring the integral beta
spectrum of tritium with the largest MAC-E filter ever built. The experiment uses
molecular tritium gas as a radioactive source, because of its high activity and low endpoint
energy of 18.6 keV. Handling gaseous tritium requires secure infrastructure and radiation
expertise. KATRIN is therefore located at the Tritium Laboratory Karlsruhe (TLK) at
the Karlsruhe Institute of Technology (KIT) to leverage existing infrastructure. The
KATRIN collaboration finished the commissioning of the full apparatus in 2018 and is
now taking data.

This chapter discusses the signature of non-zero neutrino masses in tritium β-decay
and provides an overview of the experimental setup. The information presented in this
chapter is mainly based on [KAT05; Are16; Kle18; Ams15].
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3.1 Neutrino mass signature in tritium β-decay
Beta decay is a phenomenon of the weak nuclear force. In β−-decay a nucleus emits an
electron and an electron antineutrino through the W -boson as shown in figure 3.1. In
this process a down quark transitions to an up quark changing the neutron to a proton.
Furthermore, a fixed amount of energy is released which is distributed to all daughter
particles. The KATRIN experiment uses molecular tritium as a source of decay electrons.

T2 → T 3He+ + e− + νe . (3.1)

The energy spectrum of the decay electrons is adequately described by Fermi’s effective
theory of the beta decay [Fer34; Mer15a]. In the case of only one neutrino mass eigenstate
mν , it yields the differential decay rate

dΓ
dE = C · F (E,Z) · p · (E +me) · (E0 − E)

√
(E0 − E)2 −m2

ν , (3.2)

where E denotes the electrons kinetic energy, p its momentum and me its mass. The
endpoint energy, i.e. the maximum energy the electron can receive as it would be for
mν = 0, is E0 ≈ 18.6 keV in tritium decay. The Fermi function F (E,Z) is a theoretical
correction is which takes the Coulomb interaction between electron and daughter nucleus
into account. The constant

C = G2
F

2π3 cos2 θC |M |2 (3.3)

contains the Fermi constantGF , which represents the effective weak coupling, the Cabibbo
angle θC and the nuclear transition matrix element M . The latter is energy independent
since tritium decay is superallowed. This means T and He+ have a common ground state
and additional shape factors can therefore be neglected.
For multiple neutrino mass eigenstates mi the spectrum will be a superposition of

spectra weighted by the corresponding mixing amplitude |Uei|2 to the electron neutrino
state

dΓ
dE

= C · F (E,Z) · p · (E +me) · (E0 − E)
3∑
i=1
|Uei|2

√
(E0 − E)2 −m2

i . (3.4)

Although the KATRIN main spectrometer has an excellent energy resolution below 1 eV,
it is not enough to resolve the much smaller mass splittings (see equation 2.4). Instead
the experiment is sensitive to an effective mass meff because

3∑
i=1
|Uei|2

√
(E0 − E)2 −m2

i ≈
√

(E0 − E)2 −m2
eff for m2

i

(E0 − E)2 � 1 (3.5)

where m2
eff =

3∑
i=1
|Uei|2m2

i , (3.6)

which can be shown through Taylor expansion [Kra05]. The effect of a non-zero effective
mass on the differential spectrum is depicted in figure 3.2.
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Figure 3.1: Feynman graph of a β−-decay. A down quark within the neutron transitions to an
up quark under emission of an electron and an electron antineutrino through the exchange of
a virtual W boson. With the two spectator quarks a proton remains.
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Figure 3.2: Differential energy spectrum of β-electrons from tritium decay. The neutrino mass
signature is visible in the endpoint region and demonstrated for several mass values in the
0− 3 eV range. The effective endpoint is shifted below E0, which is the endpoint for mν = 0,
and the spectral shape near the endpoint is altered.
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3.2 Experimental setup
The KATRIN experiment measures the integral tritium beta spectrum by fulfilling two
general tasks. The first is to provide a very active and highly stable radioactive source
of β-electrons, for which KATRIN uses molecular tritium. The other is to precisely
measure the energy of these electrons which is realized with an electrostatic retardation
spectrometer. These tasks are reflected in the experimental setup by separation into the
source and transport section (STS) and the spectrometer and detector section (SDS).
Together they form the roughly 70 m long KATRIN beamline as shown in figure 3.3. In
the following, an overview of the beamline is given and sections 3.2.1 to 3.2.4 provide
more detailed descriptions for the source, the transport section, the spectrometer, and
the detector. Some additional focus is put on the detector section in order to provide a
comparison to the TRISTAN detector upgrade discussed in chapter 4.

Tritium is injected in the windowless gaseous source (WGTS) where it is held at a
constant level of activity and circulated in a closed loop. The source is not separated
from the rest of the beamline by any windows in order to avoid β-electron energy loss
from passing through a solid. The decay electrons are magnetically guided along the
beamline in helical cyclotron motion.

When they exit the source they enter into the transport section, comprised of a differ-
ential pumping section (DPS) and a cryogenic pumping section (CPS), where gas and
ions are removed and the pressure lowered to < 10−10 mbar. This extremely high vacuum
(XHV) is required to reduce scattering of β-electrons off molecules which would result in
energy loss. Furthermore, tritium is not allowed in the spectrometer and detector section
for background and radiation safety reasons.

Upstream of the WGTS is the rear section (RS). It is used for monitoring the WGTS
and for defining a reference potential for all electrodes. Furthermore, it is equipped with
an electron gun which is used for characterization of the whole beamline. Rear section,
source, retention components, and monitoring systems form the STS.

Downstream of the transport section, the spectrometer and detector section begins. The
SDS is comprised of a pre-spectrometer, the main spectrometer, the monitor spectrometer
and the focal plane detector (FPD). All three spectrometers are electrostatic filters of
the MAC-E type, which stands for magnetic adiabatic collimation and electrostatic
retardation. The working principle is further discussed in 3.2.3, but essentially they act
as high-pass filters letting only electrons of some minimum energy pass.
The pre-spectrometer is mainly used as a pre-filter to reduce the flux of β-electrons

entering the main spectrometer, but among other applications, it is also used during
commissioning and maintenance measurements. The heart of KATRIN is the main spec-
trometer with its 23 m long and 10 m high vacuum vessel and it is used for the precise
determination of β-electron energies. Due to its size, the main spectrometer achieves a
much better energy resolution than pre-spectrometer and the spectrometers of predecessor
experiments. For an accurate measurement of the retarding potential the former spec-
trometer of the Mainz experiment, now referred to as monitor spectrometer, is repurposed
as a monitoring device.
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spectrometer and detector section (SDS)source and transport section (STS)

WGTS DPS CPSRS PS

MS

FPD

Figure 3.3: The KATRIN beamline can be subdivided into eight sections. From left to right
these are the rear section (RS), the windowless gaseous tritium source (WGTS), the differential
pumping section (DPS), the cryogenic pumping section (CPS), the pre-spectrometer (PS), the
main spectrometer (MS) and the focal plane detector (FPD). Along the beamline β-electrons
are guided with magnetic fields generated by superconducting solenoids and air coil systems.
In parallel to the beamline the monitor spectrometer, which is not shown here, is used for an
accurate determination the retarding potential of the main spectrometer.

Electrons that pass the main spectrometer are magnetically focused onto the focal
plane detector where they are counted. By setting the main spectrometer to different
retarding potentials and measuring the events, the integral β-spectrum is scanned.

3.2.1 Windowless gaseous tritium source

The windowless gaseous tritium source (WGTS) is a 10 m long steel tube with a diameter
of 90 mm. Molecular tritium gas is injected through capillaries in the middle and pumped
off with a total of eight turbomolecular pumps at the ends which results in an approxi-
mately triangular density profile (see figure 3.4). The gas is circulated in the inner loop
system and its molecular content is continually monitored with laser Raman spectroscopy.
By removing decay products and adding fresh tritium the purity is kept above 95 %. The
injection rate controls the number of tritium molecules in the source, which is usually
expressed as a column density ρd in units of molecules per cm2 of the source cross section
area. The column density is an important parameter in the theoretical model of the
KATRIN apparatus as it defines the rate of β-electrons and the amount of scattering in
the source. The nominal value for ρd is 5 · 1017 cm−2 which corresponds to an activity
of roughly 1011 Bq. A source stability of less than 0.1 % is needed in order to keep the
systematic contribution low enough to reach design sensitivity. To keep gas pressure and
flow rate low, and for reducing uncertainties in the energy of β-electrons due to Doppler
broadening, the WGTS is kept at 30 K during operation. The whole source is encased
by superconducting solenoids creating a 3.6 T magnetic field directed along the beam
tube. This field guides all electrons that are emitted in the forward direction toward
the spectrometer section. Electrons that are emitted in the backward direction scatter
off the rear wall and lose too much energy to pass the main spectrometer if reflected
back toward the SDS. The magnetic field strength is also an important parameter for
modeling, because its ratio to the field strength in front of the main spectrometer defines
the acceptance angle (see section 3.2.3).
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Figure 3.4: Schematic drawing of the WGTS and the longitudinal tritium density profile. The
graphic is adapted from [KAT05].

3.2.2 Transport section

In addition to the pumps at the ends of the WGTS, two additional pumping stages are
used to retain gas within the source and transport section and prevent it from reaching the
spectrometers. The combined retention system is designed to keep the tritium flow into
the pre-spectrometer lower than 10−14 mbar l/s. The first stage is a differential pumping
section (DPS) which relies on turbomolecular pumps with pumping speeds > 2000 l/s for
H2. The second stage is a cryogenic pumping section where gas molecules are adsorbed
on a surface cooled to 4.5 K with liquid helium. To improve the trapping probability the
surface is covered with a thin layer of argon frost.
Due to the low pressure, gas moves through the transport section with molecular

flow. More molecules can therefore be retained by not allowing a direct line of sight
to the spectrometer section. Instead, the beamline is bent at eight occasions so that
molecules have a higher chance of rebounding off the wall toward an adjacent pump.
Meanwhile, β-electrons are guided around the bends by magnetic dipole fields generated
by superconducting solenoids.

As well as producing electrons, the source also produces charged ions through tritium
decay and scattering processes. Similar to electrons, ions are magnetically guided along
the beamline, but have to be retained in the STS. This is achieved with a combination of
ring electrodes, to create potential barriers that block positive ions, and dipole electrodes,
for drifting ions to the walls of the beam tube.

3.2.3 Spectrometer section and response function

The KATRIN tritium source is an isotropic source and as such β-electrons are emitted
in all directions equally. To measure the kinetic energy of these electrons with an electro-
static retardation field, it is necessary to align the electrons momenta with the electric
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Figure 3.5: Schematic view of the transport system adapted from [KAT05].
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Figure 3.6: Working principle of the MAC-E filter. The graphic is adapted from [KAT05; Are16].
Electrons from the source (green) are guided along the magnetic filed lines (blue) and travel
against the electric field (red) generated by electrodes inside the spectrometer.
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Figure 3.7: Transmission function of the main spectrometer and response function of the full
apparatus, taken from [Kle18]. They specify the fraction of transmitted electrons as a function
of the surplus energy over the retarding potential qU . The response function is a convolution of
the transmission function with an energy loss function weighted with scattering probabilities.

field lines. This is achieved with the MAC-E filter technique which stands for magnetic
adiabatic collimation and electrostatic retardation. This principle is illustrated in figure
3.6. Electrodes along the walls inside the vessel create an electric retarding potential
which has its maximum in the so-called analysis plane in the center of the spectrometer.
Two superconducting solenoids at the ends of the spectrometer tank generate an inhomo-
geneous magnetic guiding field that is strong at the ends and several orders of magnitude
weaker in the analysis plane. The magnetic field inside the pinch magnet, located at the
end of the main spectrometer, is referred to as Bmax and the analysis plane magnetic
field as BA. A system of air coils is used to precisely shape the magnetic flux tube inside
the main spectrometer and cancel the Earth’s magnetic field as well as remnant magnetic
fields from surrounding ferrous metals.

Electrons from the source travel on helix trajectories along the magnetic field lines. It
is useful to split their kinetic energy E into transverse and parallel components E⊥ =
E sin2 θ and E‖ = E cos2 θ where θ^(~p, ~B) is called the pitch angle. Their transverse
energy is then transformed into momentum parallel to the magnetic field lines due to
the magnetic field gradient. This can be motivated using the adiabatic invariant

(γ + 1) E⊥
B

= const. , (3.7)

which remains constant for small changes in magnetic field strength. Here, γ = E
me

+ 1
is the relativistic Lorentz factor which is approximately equal to one since the kinetic
energy is much smaller than the electron mass me. As B gets smaller toward the analysis
plane, E⊥ has to decrease accordingly and gets transferred to parallel momentum due
to energy conservation E = E‖ + E⊥ in adiabatic transport. In the analysis plane,
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where almost all the electron’s momentum is directed parallel to the magnetic field, only
electrons with E‖ > qU (q: electron charge, U : retarding voltage) can pass the electric
potential barrier. As a result, the spectrometer acts as an integrating high-pass filter
with a step-like transmission function as shown in figure 3.7a. After crossing the analysis
plane the electrons get reaccelerated and their pitch angle reverts to its original state.
The spectrometers energy resolution depends only on the ratio of magnetic fields in the
analysis plane and the pinch magnet.

∆E
E

= BA
Bmax

. (3.8)

The limiting factor for MAC-E filter resolution is the necessary size to achieve large
differences in magnetic field strength. The pre-spectrometer has an energy resolution
of about 300 eV at E0, which is sufficient for limiting the β-electron flux into the main
spectrometer. The much larger main spectrometer has an unprecedented sub-eV resolution
of ∆E = 0.93 eV at E0.
In order to observe a neutrino mass signal in the measured integral β-spectrum, a

theoretical model of the full apparatus, which includes all relevant systematics, is necessary.
This model can be expressed as a convolution of the differential β-spectrum dΓ

dE with a
response function R(E, qU). Neglecting some details, the number of events recorded at
a given retarding potential qU is

N = NTtU

∫ ∞
qU

dΓ
dE (E,E0,mν) ·R(E, qU) dE + ΓbtU , (3.9)

where NT is the number of tritium atoms in the source, tU the time spent at one specific
retarding potential, and Γb the background rate. The response function itself is again a
convolution of the transmission function with an energy loss function which describes the
energy that is lost from β-electron scattering off gas molecules in the source. The resulting
function is depicted in 3.7b. For a more precise description including corrections to the
β-spectrum, source volume and detector segmentation, and radial inhomogeneity of the
retarding potential see [Kle18]. To reduce effects from electron gas scattering, electrons
with high pitch angles are suppressed because they travel much longer distances within
the source and are therefore more likely to collide with gas molecules. This suppression
is achieved by reflection through the magnetic mirror effect at the strong field of the
pinch magnet. β-electrons emitted at angles less than the acceptance angle θmax are not
reflected. It is given by

sin θmax =
√

BS
Bmax

, (3.10)

where BS denotes the magnetic field in the WGTS. With standard operation parameters
BS = 3.6 T and Bmax = 6.0 T equation 3.10 yields θmax = 50.8◦.
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3.2.4 Focal-plane detector

Electrons passing the potential barrier of the main spectrometer are guided towards the
focal-plane detector [Ams15]. A sketch of the system surrounding the detector is shown
in figure 3.8. The detector itself is a monolithic 148-pixel silicon p-i-n diode wafer. It is
located within a magnet that adjusts the magnetic flux tube to fit the 90mm diameter
of the active detection area. Furthermore, it is encased by a lead and copper radiation
shielding and a cosmic muon veto system. The front face of the detector is operated in
UHV conditions because it is directly connected to the main spectrometer vacuum with
a gate valve. A post-acceleration electrode directly in front of the wafer can be used
to increase the energy of the electrons by up to 30 keV in order to shift the measured
spectrum into a region with less background.
As depicted in figure 3.9, the 148 equal-area pixels are arranged in twelve concentric

circles around four bull’s eye pixels, each ring consisting of twelve pixels. Arranging the
pixels in this matter allows for corrections of radial electric and magnetic inhomogeneity
in the analyzing plane. Each pixel maps onto a corresponding section of the WGTS and
the pixels can slightly vary in performance. Thus, the pixels are regarded as independent
and each records its own specific tritium spectrum during scans. These scans are later
combined in the analysis.

When charged particles hit the substrate of a pixel they scatter and generate a charge
cloud that is electrically drifted towards the contacts. These are connected to wires with
pogo pins and the wires are fed through a flange to a separate high vacuum chamber
where front-end electronics modules are located. Here, the detector signal is collected
using charge-sensitive preamplifiers. The modules are separated from the UHV of the
detector because they are not sufficiently vacuum safe due to their outgassing. The
signal is then passed to the ambient-air electronics outside the vacuum chamber and
shielding, where it is further amplified and sent to the data acquisition system (DAQ)
via plastic-optical-fiber links.

The DAQ hardware is custom made and modeled after existing hardware used for the
Pierre Auger Observatory. The amplified detector signal is fully digitized with analog
to digital converters (ADC) and processed with digital filtering algorithms running on
FPGAs (field-programmable gate arrays). Two stages of trapezoidal filtering are employed
to shape the event pulses for noise reduction, triggering, and energy readout from the pulse
height. The DAQ software ORCA (Object-oriented Real-time Control and Acquisition)
offers three modes of operation that differ in the amount of recorded information and thus
data size. A "trace"-mode allows recording of full signal waveforms, an "energy"-mode
provides only event energies and timestamps, and a "histogram"-mode groups events into
energy bins.
An example of a spectrum is depicted in figure 3.10a. In a scan of the tritium β-

spectrum, the events for each retarding potential setting are counted within a certain
region of interest of the detected energy spectrum. Since the energy measurement is
performed by the main spectrometer, the energy resolution of the detector itself is not
as important. For standard KATRIN operation a resolution of 1.5− 2.5 keV is sufficient.
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3.2 Experimental setup
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Figure 3.8: Components of the focal-plane
detector system. Taken from [Ams15].
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Another key characteristic of a detector and readout system is its timing resolution
as it plays an important role in time-of-flight (ToF) measurements [Ste13]. In this type
of measurement, the energy of an electron is determined by the time it takes to travel
a given distance along the KATRIN beamline. Electrons that barely pass the potential
barrier of the main spectrometer are significantly slower than higher energetic ones and
their difference in time-of-flight can be resolved. One application is the measurement of
the energy loss function with electrons from an electron gun (eGun) located in the rear
section. Here, the pulsed eGun provides a start signal and the time difference to their
arrival at the FPD is measured.
The timing resolution of the FPD is on the order of 100 to 400 ns, depending on the

electron energy and the shaping parameters of the DAQ. This is shown in figure 3.11a,
where a pulsed photon source is used for measuring the width of the distribution of time
differences between electron emission and detection for several shaping length settings.
The timing uncertainties stemming from the detector itself, such as charge collection
in the p-i-n diode and FET response time, are much lower than the 50 ns ADC sample
spacing and therefore not as significant [Ams15].

The high rate behavior of the FPD is demonstrated in figure 3.11b. Pileup effects
significantly deteriorate the measured energy spectrum for rates in the kcps-range. A
broad spectral component next to the main peak is developed due to peak pileup and
the spectrum is shifted to lower energies due to tail pileup. Both effects are discussed
in detail in chapter 6. For neutrino mass runs the expected rate is much lower and high
rate effects do not play a major role. However, for extensive sterile neutrino searches
the detector needs to be able to handle rates of ∼ 108 cps. Hence, the FPD system is
unsuitable for this task and needs to be upgraded. This upgrade is presented in the
following chapter.
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CHAPTER 4

The TRISTAN project

The TRISTAN project (TRitium Investigation on STerile (A) Neutrinos) is an exten-
sion of the KATRIN physics program scheduled to take place after the KATRIN neutrino
mass runs are completed. The aim is to search for the signature of sterile neutrinos with
masses in the keV range by measuring the tritium β-decay spectrum over a large energy
range. For this purpose, the energy threshold set by the main spectrometer is chosen much
lower than for neutrino mass measurements, where only the endpoint region is scanned.
Leveraging the high intensity of the KATRIN tritium source enables the accumulation
of high statistics within three years of data taking.

Although it is to some degree possible to search for sterile neutrinos with the nominal
KATRIN operation, the full potential of the tritium source cannot be realized with the
current detector system. Using the high source activity of ≈ 1011 Bq, within three years
sufficient data can be taken to probe mixing angles down to sin2 θ < 10−6 [Mer18].
However, this requires a detector that is able to measure rates of 108 − 109 counts per
second (cps) without significant degradation of the acquired spectrum. Furthermore,
measuring the differential spectrum, instead of the integral one, yields much higher
sensitivity. The primary option to achieve this is to utilize the detector itself for the
energy measurement which requires a much better resolution than the KATRIN FPD
offers. The TRISTAN group is working on an upgrade of the detector and readout system
in order to achieve these goals.

This chapter provides an introduction to the TRISTAN project by describing the
measurement principle and statistical sensitivity. Afterward, the detector and DAQ re-
quirements, and the preliminary detector design are presented.
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4.1 Sterile neutrino search in tritium β-decay
As discussed in section 3.1, the theoretical tritium β-decay spectrum is a superposition
including all neutrino mass eigenstates mi, weighted by mixing amplitudes |Uei|2 (see
equation 3.4). If sterile neutrinos exist, mix with the active neutrinos via oscillation, and
are lighter than the endpoint energy E0 = 18.6 keV, they contribute to this superposition
and leave a signature in the spectrum. In the case of one sterile neutrino in the keV mass
range, the resulting spectrum can be written as

dΓ
dE = cos2 θ

dΓ
dE (meff) + sin2 θ

dΓ
dE (ms) , (4.1)

where meff is the effective electron antineutrino mass as in section 3.1. In this context
it is reasonable to set meff = 0, because the endpoint cannot be resolved with enough
precision in a deep spectrum scan. The mass of the sterile neutrino is denoted as ms and
the corresponding mixing amplitude to the electron neutrino state |Ues|2 is expressed
as an Euler angle θ. An exaggerated example of this superposition is shown in figure
4.1. The sterile neutrino produces a contribution on top of the original spectrum in the
kinematically allowed region. Next to the overall change in shape, the endpoint of the
sterile contribution produces a characteristic kink at Ekink = E0 −ms.

The experimental setup of KATRIN offers three modes of operation to search for keV
sterile neutrinos [Mer15a]:

• Integral: Similarly to nominal neutrino mass runs, a measurement of the integral
beta spectrum can be performed by scanning with the main spectrometer. The key
difference is the scan depth. Nominal neutrino mass scans range down to 200 eV
below E0. During deeper scans the rate increases dramatically, resulting in a loss
of detection efficiency and an increase of systematic uncertainties of the fit model.
Furthermore, the kink signature and the spectral shape modification due to sterile
neutrinos are less pronounced than in the differential spectrum (see figure 4.2).
Nevertheless, during the first tritium runs several deep scans to 1.6 keV below the
endpoint were performed which will already yield first results and help with the
development of analysis strategies.

• Differential: By setting the spectrometer to a fixed, low retarding potential and
measuring the electron energy with the detector itself, a differential tritium spec-
trum can be attained. This mode is in principle much more sensitive to sterile
neutrinos, but it requires a significant improvement of the detector’s energy resolu-
tion. The goal is a resolution of≈ 300 eV FWHM at 20 keV opposed to the ∼ 2.5 keV
FPD resolution, which would obscure any sign of a kink. From a modeling per-
spective, this mode is a big challenge since previously unaccounted systematics,
particularly detector effects that change the shape of the measured spectrum, need
to be understood in detail [Mer18].

• Time-of-flight: A hybrid time-of-flight (ToF) mode based on the gated-filter
method, as described in [Ste13], is considered as well. According to this method,
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Figure 4.1: Signature of a keV sterile neutrino in the differential tritium β-spectrum for an
exaggerated mixing angle of sin2 θ = 0.2. For low energies the sterile neutrino causes a spectral
contribution which ends at the energy Ekink = E0 −ms, where a characteristic kink emerges.

a gating signal is applied to the pre-spectrometer in order to define sharp time
intervals where electrons can pass. Such an interval, if chosen comparatively small,
can serve as a start time. The arrival of corresponding electrons at the detector
mark stop times for their flight duration. “Slow” electrons with energies slightly
above the main spectrometer retarding potential exhibit measurable differences in
flight duration. The flight duration of higher energetic electrons cannot be resolved,
causing a cutoff for low flight times. The accessible energy region therefore only
extends into a small region above the retarding potential, but the whole spectrum
can be measured by scanning in the same way as in an integral measurement.

A combination of these modes can be employed for cross-checking because each is prone
to different kinds of systematic effects. Regardless of the specific method, a measurement
of the full spectrum, or at least as deep below the endpoint as possible, is needed to cover
a large sterile mass range. Lowering the main spectrometer retarding voltage in order
to let less energetic electrons pass, vastly increases the rate at the detector. The full
rate at nominal column density is ≈ 1.5 · 1010 cps with consideration of the acceptance
angle. Compared to the integral rate at 100 eV below the endpoint (several kcps), the
increase is larger than a factor 106. Although the amount of tritium in the source can be
decreased to lower the rate, a sufficiently high rate is necessary to meet the design goal
of probing mixing amplitudes sin2 θ < 10−6 [Mer18]. This can be achieved with a rate of
∼ 108 cps at 100-fold reduced column density and three years of effective data taking. As
an added benefit, scattering in the tritium source is also reduced by lowering the column
density. Overall, the rate requirements pose a major challenge to the detector and data
acquisition system. The current detector system is not capable of handling these high
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rates, as it suffers from severe pileup for rates above several kcps (see section 3.2.4 and
[Ams15]).

To summarize, the main requirements for a detector system suitable for sterile searches
are:

• Capability of handling high rates without major deterioration of the measured
energy spectrum. The goal is good performance up to 108 cps.

• Excellent energy resolution with ∆E < 300 eV FWHM at 30 keV to reduce kink
smearing.

For the analysis of the data, two complementary approaches have been proposed:
A spectral fit method [Mer15a], similar to the KATRIN neutrino mass analysis, and
a wavelet decomposition [Mer15b]. The spectral fit requires an accurate model of the
entire KATRIN apparatus, which can be expressed as a convolution of the theoretical
β-spectrum with all relevant processes that change the detected spectrum. Known sys-
tematic uncertainties can be included as nuisance parameters. This model can then be
evaluated for different mixing hypotheses and compared to the data, for example by
calculating the χ2 value

χ2 =
∑
ij

(N i
obs −N i

exp)V −1
ij (N j

obs −N
j
exp) . (4.2)

Here, N i
obs is the observed number of events in energy bin i, N i

exp the expected number
from the model and V −1

ij the inverse covariance matrix containing statistical errors and
bin-to-bin correlations. An exclusion contour, similar to figure 2.5, can be obtained by
scanning the (ms, θ)-parameter space and requiring χ2 > 5.99 for an exclusion with
95 % confidence. When done correctly, this method is very sensitive because it takes
full advantage of the spectral distortion below the kink. A study by [Mer18] yields a
statistical sensitivity of sin2 θ < 10−6 for a dataset of 1016 β-electrons, which corresponds
to three years of data taking at 100-fold reduced column density. The corresponding
exclusion contour is depicted in figure 4.3.
The wavelet decomposition, as described in [Mer15b], is a complementary approach

designed to specifically search for a kink signature. Similar to a Fourier transform, the
measured spectrum is expressed as a superposition of wave packets. The frequency power
spectrum then reveals the location and intensity of potential kinks. Judging by statistical
sensitivity alone, the wavelet approach is not as powerful as the spectral fit, because the
spectral distortion below the kink does not contribute. The sensitivity strongly depends
on the energy resolution which smears the kink, but it is robust towards systematics that
can be expressed as smooth modifications of the tritium spectrum. The major advantage
of the wavelet approach is its model-independence, since no precise knowledge of the
spectrum is needed.
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Figure 4.3: Statistical exclusion limits (95% C.L.) and sensitivities taken from [Mer18]. The
dashed line shows the sensitivity of KATRIN with the current detector system. The solid red
line represents the sensitivity of TRISTAN with an estimated dataset of 1016 β-electrons for
three years effective data taking at 100-fold reduced column density. The dotted line shows
the statistical limit when the full column density is used. Systematic effects are not included.
The shaded area shows existing exclusion limits by other laboratory experiments.

33



The TRISTAN project

4.2 Detector design

The TRISTAN project uses Silicon Drift Detector (SDD) technology, because of its
excellent energy resolution, high rate capabilities, scalability, and suitability for use in
strong magnetic fields. The preliminary detector design is shown in figure 4.4. The
detector is 20 cm in diameter and composed of 21 rectangular modules with 166 SDD
pixels each. For maximum area coverage, the 3 mm pixels are hexagonal and arranged
in a honeycomb pattern. The modular design allows for easier scaling during R&D and
for swapping defective parts without replacing the full detector. Each detector wafer is
mounted on a copper block holding structure with two front-end electronics boards on
the sides which carry charge sensitive preamplification ASICs. For reduction of electronic
noise, the copper blocks are cooled to −30◦C.
In the following, some defining characteristics of the detector system are discussed.

Number of pixels
A simple and effective method for detecting particles at high rates is distributing the
total flux over a large area and many separate channels. With a total expected rate of
108 cps at least 1000 pixels are required to reach a manageable 105 cps per channel. The
number of pixels is ultimately limited by cost and technical feasibility. The TRISTAN
detector will therefore have about 3500 pixels, an increase of factor ∼ 23 compared to
the 148 pixels of the KATRIN FPD.

Pixel and detector size
Pixel and detector size are optimized in regards to charge-sharing between neighboring
pixels, energy resolution, and backscattering and backreflection of electrons. Minimizing
charge-sharing requires the pixels to be as large as possible without compromising the
energy resolution. The probability for electrons backscattering off the detector, leaving
only a fraction of their energy, is governed by their pitch angle (see section 3.2.3). This, in
turn, depends on the magnetic field Bdet enveloping the detector and the post acceleration
voltage. Backscattered electrons can be recovered by back reflection at the high magnetic
field of the pinch magnet. Preferably these back reflected electrons should hit the same
pixel they were scattered at, or at least neighboring pixels. This requires a sufficiently
large magnetic field in order to get cyclotron radii close to the pixel diameter. Another
constraint is that the overall detector size needs to fit the area A of the magnetic flux tube
guiding the β-electrons. The magnetic flux Φ = B ·A is a conserved quantity and defined
by the source magnetic field and diameter. To adjust the flux tube to the detector size,
Bdet has to be adjusted accordingly. A simulation-based optimization of these intertwined
requirements yields 3 mm pixel size, a total detector area A = π · (10 cm)2 ≈ 314 cm2,
and Bdet = 0.7 T [Mer18; Kor16].

Energy resolution
As mentioned in the previous section, an energy resolution ∆E < 300 eV at 30 keV is
necessary to resolve the sterile kink signature. With resolutions close to the Fano-limit for
silicon, SDDs are capable of fulfilling this requirement even for high count rates. SDDs
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Figure 4.4: Preliminary TRISTAN detector design. The detector is subdivided into 21 modules
with 166 SDD pixels each. The detector wafers are mounted on cooling blocks made of copper,
which also carry front-end electronics boards on two sides.
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Figure 4.6: Structure of a silicon drift detector [Tho15].

are typically used in X-ray spectroscopy. Applying them to keV electrons introduces
the systematic effect of energy loss in the thin layer of non-active material, primarily
oxidized silicon, on the detector surface. This region is usually referred to as a dead layer
or entrance window. It should be noted that the dead layer cannot be regarded as a
homogeneous bulk of non-active material as the name suggests, but rather a transition
region with gradually increasing activeness. Photons deposit their energy very close to
their point of interaction. Hence, they are likely to either be detected at full energy if
they interact past the dead layer, or fall below the detection threshold because most
energy is lost in the dead layer. Electrons, on the other hand, are charged particles and
will always lose some of their energy while traversing the entrance window. This shifts
the measured energy slightly downwards and degrades the energy resolution since the
amount of lost energy is a statistical quantity. For an optimal energy resolution, a dead
layer < 100 nm is necessary [Mer18].

Electronic readout
Each detector pixel is a small silicon drift “chamber” as originally proposed by Emilio
Gatti and Pavel Rehak [GR84]. Such a pixel consists of a bulk of n-doped silicon with a
p-doped back contact on the entrance window side and an anode on the other side (see
figure 4.6). The anode is surrounded by p-doped field strips or drift rings. A high negative
voltage is applied between back contact and anode which depletes the p-n junction. When
ionizing particles hit the detector, electron-hole pairs are formed. By applying successively
larger negative voltages from the inner to outer drift rings, an electric field is created
that guides the electrons toward the anode. By drifting the electrons, the active detector
area is much larger than the almost point-like anode, which results in a low capacitance
and good energy resolution. In order to reduce electronic noise, an n-type junction gate
field-effect transistor (nJFET) is integrated directly into the pixel with its gate connected
to the anode. It acts as the first amplification stage allowing for a couple of centimeters
distance between the pixel and the front-end preamplification ASIC. This alleviates
technical challenges for the design of a large pixel array.
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Vacuum safety
Since the detector is operated in ultrahigh vacuum conditions, a low outgassing rate of all
components within the chamber is necessary. The total outgassing rate ultimately limits
the pressure that can be reached. Furthermore, outgassed molecules such as water and
carbohydrates can condense on the cooled detector surface and form an additional dead
layer. Electronic parts are especially prone to large outgassing and materials must be
selected accordingly. For this reason, the KATRIN FPD front-end electronics are located
in a vacuum separated from the detector and connected via electrical feedthroughs. For
TRISTAN this approach would prove difficult due to the large number of channels.
The currently favored option is reducing the outgassing through material selection and
verification with dedicated outgassing measurements.

Data acquisition
The amplified detector signals are fed through to the ambient air electronics and passed
to a data acquisition system (DAQ). For the reduction of nonlinearities in the energy
measurement [Dol17], the signal waveform is fully digitized with an analog-to-digital
converter (ADC) and processed by a digital pulse processor (DPP). The latter employs
digital filters to shape the signal pulses for a more precise energy readout. A trigger
logic for on-line rejection of pileup and charge-sharing events can be implemented, which
reduces the amount of output data and increases the throughput. An ADC sampling rate
of ∼ 100 MHz enables the DAQ to exploit the full potential of the SDD in terms of timing
resolution and pileup rejection. The DAQ system that will be used for TRISTAN is not
yet finalized. During the ongoing prototype stage with 7-pixel detectors, commercial
systems are being investigated and an in-house solution is developed in parallel.
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4.3 Prototype detector setup

While the development of a full 166-pixel module is ongoing, the current stage of the
TRISTAN R&D revolves around 7-pixel detector prototypes produced by the Semicon-
ductor Laboratory of the Max-Planck-Society (HLL) in Munich [HLL]. For this detector,
special production steps are taken in order to minimize the entrance window thickness.
The electronics and the data acquisition system used for operating the detector are
provided by the company XGLab from Milano, Italy [XGLa]. A photo of the prototype
setup is shown in figure 4.7.
The prototype system’s main purpose is the characterization of detector properties

such as dead layer and energy resolution in order to examine the aptitude of the SDD pixel
array design for keV sterile neutrino search. Meanwhile, it is also utilized for studying
other systematics such as charge-sharing, backscattering, and pileup. These studies lay
the groundwork for constructing a detailed description of the detector and DAQ response
function which represents the final part of the model for the experiment. Such a detector
response function can be convolved with the spectrum of incident electrons for calculating
the expected output spectrum. With a complete model of the experimental apparatus,
the observed data can be compared to the model expectation and checked for accordance
with various sterile mixing parameters (see section 4.1). In chapter 6 several modeling
approaches for the rate dependent systematic effects dead time and pileup are presented.

Overall, the prototype achieves very good benchmarks with an energy resolution of
139 eV FWHM at 5.9 keV for photons from an 55Fe source [Mer18]. The optimal energy
resolution is realized with cooling to −30◦C and a comparably short peaking time of
≈ 1µs for the trapezoidal pulse shaper. A short peaking time is crucial for TRISTAN
because it is related to the dead time window after an event trigger. At high rates per
pixel of ∼ 105 cps, even a short peaking time of 1µs already leads to ∼ 18 % dead time,
which represents a significant loss of statistics. For a detailed discussion of dead time see
chapter 6.

Apart from the characterization with 55Fe photons, the prototype system is currently
being tested with other particle sources. These include electron guns, an electron micro-
scope [Sie19], radioactive sources such as 241Am and 83mKr, and a compact electrostatic
proton accelerator. Furthermore, the system was successfully utilized for pilot sterile
neutrino searches at KATRIN’s predecessor experiment in Troitsk.

The 7-pixel prototype used for this thesis differs slightly from the final pixel design
as it has a 2 mm pixel diameter, opposed to the 3 mm design diameter, and it has no
integrated nJFET. Instead, the charge sensitive preamplifier ASIC (CUBE by XGLab)
containing the FET is located on the detector board and is bonded directly to it (see
figure 4.8). A bias board is used for operating preamplifier and detector. It supplies the
detector with the voltages for the back contact and back frame as well as the inner and
outer drift rings. The preamplifier is an active reset type and needs external circuitry for
resetting its voltage if the dynamic range is exhausted. Reset threshold voltage, offset
voltage, reset inhibit duration, and the detector voltage supply can be adjusted with
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Figure 4.7: Seven pixel prototype detector setup at ambient air conditions for radioactive source
measurements. The detector board (top right) is shielded with an aluminium aperture and
irradiated with 55Fe photons. A ribbon cable connects the detector to the bias board, which is
supplied with voltage through a D-sub connector from the right. The channels are linked to
the DANTE DAQ system (top left) with SMA connectors.

potentiometers on the board. It also includes further amplification and buffering stages
before passing the signal waveforms on to the DAQ system.
The DAQ system is an 8-channel digital pulse processor (DPP) called DANTE. For

each channel a 16-bit ADC samples the waveform at 125 MHz for an 8 ns sample spacing.
The sampled waveform is analyzed with an FPGA that employs trapezoidal filters for
pulse shaping and triggering. The pulse processor is connected to a PC via USB or
Ethernet and the DAQ firmware can be configured either with a GUI or an API. The
measured event energies and timestamps, as well as other information such as live time
and reset count, are transmitted to the PC. Since it is a major topic of this thesis, a
more detailed description and characterization of the DANTE DPP follows in chapter 7.
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Figure 4.8: Backside of the detector board without its protective cover. The pixel anodes are
bonded directly to the adjacent CUBE preamplifier ASICs (one marked in red).
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CHAPTER 5

Data acquisition

At a basic level, data acquisition is a method of extracting information about features
of a sensor signal that may already be amplified and shaped by the preceding circuitry. In
modern data acquisition systems, it is common to fully digitize the signal waveform and
process it with digital filters for determining features such as the pulse height and timing
information. In physics, the pulse height is often related to an individual particle’s energy,
whereas timing information allows separating different particle signals from each other.
While it is possible to record the waveform as it is and perform a detailed off-line analysis
for extracting these features, the amount of data would quickly exceed the transmission,
computing, and storage capacities for detectors with a large number of channels such
as the TRISTAN SDD array. Realistically, on-line processing is required to reduce the
amount of data to a small number of interesting features like energy and timestamps
of events. Field programmable gate arrays (FPGAs) are a natural choice for this task
because they provide high bandwidth and throughput while remaining configurable unlike
an application-specific integrated circuit (ASIC). A device that combines the analog-to-
digital conversion (ADC) with the FPGA-based waveform analysis is referred to as a
digital pulse processor (DPP) or digitizer.

This chapter discusses some key concepts of pulse height analysis through digital pulse
processing. This is the foundation for a discussion of rate dependent systematics in
chapter 6 and the characterization of the DANTE DPP in chapter 7.
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5.1 Signal waveform
The waveform created from the amplified detector signal is highly dependent on the type
of preamplifier. For particle detectors, these are commonly charge-sensitive types that
collect the charge created in the detector on a capacitance in the feedback loop of an
amplifier (see figure 5.1). The output signal is then the integral of the detector current.
Events in the detector cause steps in the output signal which can be further amplified and
then processed by the DAQ. As the event energy is proportional to the charge created
in the detector, and therefore the capacitor voltage, the energy is encoded in the step
height. It should be noted that these steps have a non-zero rise time which is determined
by the detectors charge collection time and intrinsic capacitance. This signal rise time is
usually defined as the time it takes for the signal to increase from 10 % to 90 % of the
step amplitude and it is on the order of several 10 ns for SDDs.

For sustainable operation, the amplification circuit requires some mechanism for re-
setting the feedback capacitor voltage. In RC-preamplifiers the capacitor is continuously
discharged via a parallel resistor in the feedback loop as depicted in figure 5.1a. Hence,
they are often referred to as continuous reset preamplifiers. After the step caused by an
event, there is an exponential decrease of the pulse with a characteristic time constant
τ = RfCf , where Rf and Cf are the feedback resistance and capacitance. On the one
hand, this constant needs to be much larger than the rise time of the step in order to
acquire a correct energy reading. On the other hand, for high rates, successive pulses
will overlap and increase the mean voltage to an equilibrium level. Therefore, τ must be
chosen low enough to prevent saturation of the signal. Typical time constants are in the
10µs-range. A simulated example of a continuous reset waveform is shown in figure 5.2a.

Another possibility for resetting the preamplifier voltage is a quick active discharge
controlled by an additional circuit (see figure 5.1b). Such a reset signal can, for instance,
be provided in the form of a periodic pulse, or when some voltage threshold is crossed.
Accordingly, these preamplifiers are called active or pulsed reset preamplifier. Since there
is no exponential tail as for a continuous reset preamplifier, the pulses are just steps in
the voltage, but a tail can still be introduced by an AC-coupling in the subsequent signal
chain. Apart from the event steps and the negative reset edge, the example waveform
depicted in figure 5.2b exhibits a linear increase caused by non-zero leakage current
through the detector.

While the preamplifier used for the KATRIN FPD is of the continuous reset type,
the CUBE ASIC used for the 7-pixel TRISTAN prototype setup is an active reset
preamplifier. It resets the voltage when any of the seven channels detects the crossing of
a reset threshold which can be adjusted via the bias board.

Regardless of the type of preamplifier, in digital pulse processing the signal waveform
is digitized by an ADC with a sufficiently high resolution and sampling frequency for the
specific application. The pulse heights are extracted by shaping the pulses and applying
a triggering and readout algorithm. The following section introduces the most common
pulse shaping filter employed in digital pulse height analysis, namely the trapezoidal
filter.
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Figure 5.1: Schematic circuit diagrams for charge-sensitive preamplifiers.
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(a) Continuous reset with τ = 10µs.
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(b) Active reset when Vout reaches 1.

Figure 5.2: Simulated waveforms of charge-sensitive preamplifiers for a rate of 105 cps and
energies drawn from a flat distribution.
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5.2 Trapezoidal filter

For a reliable determination of the event energies from the waveform, the pulses need to
be shaped. Digital pulse processors usually rely on the trapezoidal filter. This filter is
designed to turn a step signal into an isosceles trapezoid with a defined width and the
same height as the step. Simultaneously, it smoothens noise which improves the energy
resolution. It does so by averaging the sampled signal over a given range within the
peaking time P . It then calculates the difference of two such regions which are separated
by a gap of F samples, which is called the flattop time. This is repeated for every sample
point. If the signal is expressed by a vector of samples x[i], where i is the sample number,
the shaped signal y[i] can be calculated according to

y[i] = 1
P

 P∑
j=0

x[j]−
2P+F∑
j=P+F

x[j]

 . (5.1)

Here, the two sums represent the averaging regions. Normalizing with 1
P corresponds to a

gain equal to one which ensures the same height of input signal and shaped pulse. A visual
representation of this equation is given in figure 5.3a, and figure 5.3b shows a simulation
of a pulse, shaped from a step, as it would occur for an active reset preamplifier. The latter
makes it evident where peaking and flattop time get their names because they represent
the time it takes for the pulse to reach full height and the length of the trapezoid’s upper
side.
Both parameters require optimization relating to the specific application. Since noise

is averaged during the peaking time, its length has an impact on the energy resolution
which improves for longer peaking times. However, a short shaped pulse is desirable for
minimizing pileup and dead time. While the flattop time can be chosen much smaller than
the peaking time, some gap between both averaging regions is necessary to accommodate
for non-zero signal rise times. As discussed in chapter 6, the flattop can have implications
on the pileup spectrum’s shape as well.
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(a) Schematic drawing of the trapezoidal filter’s
working principle.
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Figure 5.3: Trapezoidal filter working principle and response.
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Figure 5.4: Impact of a pole-zero correction on the shaped pulse. For demonstration purposes
the time constant of the pulse tail is chosen very small (τ = 2µs). If no pole-zero correction is
applied (β = 1) the shaped pulse is distorted, doesn’t reach full height and undershoots.

Another representation of the trapezoidal filter is by its transfer function in the Z-
transform domain as derived by Zbigniew Guzik and Tomasz Krakowski [GK13]:

H(z) = Y (z)
X(z) = 1

P
(1− z−P ) · (1− z−(P+F )) · 1− βz−1

1− z−1 ·
z−1

1− z−1 . (5.2)

This form is useful for implementation in simulation code and is used for all waveform
simulations in this work. When the transfer function is expanded and ordered by powers
of z−n

H(z) = b0 + b1z
−1 + · · ·+ bmz

−n

a0 + a1z−1 + · · ·+ anz−n
, (5.3)

where the coefficients aj in the denominator and bj in the numerator can be used for a
very efficient recursive calculation of y[i] through

y[i] = 1
a0

 m∑
j=0

bjx[i− j]−
n∑
k=1

aky[i− k]

 . (5.4)

Albeit very similar to equation 5.1, there are two key differences. One is the aforemen-
tioned recursiveness and the other is the factor 1−βz−1

1−z−1 in equation 5.2, which corresponds
to a pole-zero cancellation. For pulses with an exponential tail, the trapezoidal filter in the
form of equation 5.1 produces a distorted pulse and slightly underestimates the energy,
because the slope right after the pulse is steeper than before the pulse. A demonstration
of this is shown in figure 5.4. If β is set equal to e−∆t/τ , where τ is the time constant
of the pulse tail and ∆t the sample spacing, this effect is corrected. For β = 1, which
corresponds to an infinite time constant, equation 5.4 is equivalent to 5.1.
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Figure 5.5: Schematic of the energy readout from the trapezoidal filter pulse. If the trigger is
much faster than the energy filter, a pileup rejection window or artificial dead time can be
implemented to discard events where pulses overlap in the energy filter (see chapter 6).

5.3 Trigger and Energy readout

The event energy can be attained through measuring the height of the shaped pulse
by reading the ADC value during the flattop. For increased energy resolution multiple
samples of the flattop can be averaged, for example by a moving average filter. This
removes high frequency noise which can remain after the initial averaging by the trape-
zoidal filter [GK13]. The trapezoid height must be measured in reference to the baseline
which is not usually at zero. Leakage current through the detector, as well as noise pickup
from external sources and amplification circuitry, cause the baseline to shift and it does
not necessarily stay at a constant level during operation. The detector can heat up, for
instance, which increases leakage current. A dynamic method of baseline restoration is
required. One such method described in [GK13] is to determine the baseline with a mov-
ing average during times where the channel is below a certain threshold and therefore
considered not busy. The energy is then the difference of flattop height and baseline in
front of the trapezoid.

All of these calculations require a reference time that specifies a precise point during
the shaped pulse. This is provided by a trigger signal which simultaneously serves as
an event timestamp. While trigger implementations can vary, several characteristics are
desirable:

• a low detection threshold for measuring less energetic events,

• resistance to noise triggers,

• high accuracy of the trigger position in relation to the shaped pulse (including
independence of the event energy) which translates to timing resolution, and

• low dead time or short busy state which determines the minimum resolution time
for detecting consecutive pulses.
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Figure 5.6: Demonstration of the bipolar trigger. If a zero-crossing is detected in the second
stage, and the first filter is above a threshold, the energy is read out from the first stage at
p+ f/2 before the trigger. Here, p and f refer to the settings of the second stage trapezoidal
filter.

In the following, two trigger algorithms are outlined. Both involve a second trapezoidal
filter stage. In order to create a distinction to the parameters of the energy filter, which
are represented by the uppercase letters P and F , the lowercase letters p and f are chosen
for the trigger filter.

Bipolar trigger
The KATRIN DAQ system uses a combination of zero-crossing and threshold triggering
with two successive trapezoidal filter stages [Ams15]. Figure 5.6 shows a simulation
illustrating this trigger. The first filter is used for the energy readout as usual. A second
filter with half the peaking time of the first stage is applied to the shaped signal. Similar
to a derivative, this results in a bipolar pulse with a zero crossing which is positioned
at p + f/2 after the middle of the first trapezoid, where p and f refer to peaking and
flattop time of the second stage.

If a zero crossing is detected in the second stage, the value in the first stage is compared
to a threshold. If the threshold is crossed, an energy readout is triggered. By relying
on the already shaped signal for triggering and additionally requiring a zero crossing,
this method is presumably resistant to noise triggers. A downside is the length of time
the second filter stays in a busy state as it takes longer than the first filter stage for
returning to the baseline. As the peaking times have to be sufficiently large for a precise
energy readout, this results in a high minimum resolution time, rendering the system
prone to signal pileup from consecutive events. Since the rate is low for nominal KATRIN
operation and only the number of events in a certain region of interest below the tritium
endpoint is relevant, reducing signal pileup is not as important. For TRISTAN, however,
this trigger would be unsuitable due to the much higher rate.
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Figure 5.7: Demonstration of the fast filter trigger. If the fast filter crosses a given threshold,
the energy is read out from the energy filter at P + F/2 after the trigger time, where P and
F refer to the energy filter settings.

Fast filter trigger
Trigger speed and minimum resolution time can be improved significantly by using a
separate and much faster filter in parallel to the energy readout filter. This filter is not
used for an energy readout so its pulse shape can be much shorter. If two successive
events are close enough to each other that their signals cause an overlap in the energy
filter, they can still be detected as separate events in the fast filter. This way, pileup can
be rejected very effectively.

The DANTE DAQ system, discussed in chapter 7, relies on a fast trapezoidal filter for
triggering. Its peaking time and flattop time can be chosen much shorter than the parallel
energy filter, resulting in a sharp pulse. The simulation shown in figure 5.7 depicts the
general principle of the trigger. If the fast filter crosses a threshold, an energy readout is
triggered. With this filter setup, the trigger position is slightly dependent on the event
energy because trapezoids from higher energetic events will reach the threshold more
quickly. For sufficiently low fast filter settings, this effect is negligible. However, if higher
peaking times are required for the fast filter, the flattop time of the energy filter should
be increased accordingly to ensure that the energy is still read out at the maximum of
the shaped pulse.

Other systems, such as those described in [Tin08; GK13], rely on an RC-CR2 filter
for triggering. This produces a bipolar pulse shape similar to the second filter stage of
the KATRIN DAQ. However, this pulse can be chosen to be much shorter than the
energy filter pulse, allowing for pileup rejection. Its zero crossing is independent of the
event energy and therefore provides a reliable reference time. When compared to the fast
trapezoidal filter trigger, the drawbacks of this filter may include less resistance toward
noise triggers and a wider pulse shape for similar averaging length.
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5.4 Trace level simulation
For characterization and research of DAQ systematics, a trace level simulation is of major
importance. Here, the term trace refers to a time series of digital voltage values in ADC
units. In this context, the waveform denotes the trace produced by the ADC in the first
DAQ stage. By applying digital filters to the waveform, traces of subsequent stages can
be calculated. A first version of such a simulation was developed in the scope of this work
since existing frameworks did not include the specific triggers discussed in the previous
section.

The simulation framework is structured as a collection of separate methods for generat-
ing traces, applying digital filters to traces, triggering, and applying pileup rejection logic.
These building blocks can be chained together to construct a signal and data acquisition
chain as required. This open structure allows for direct access to all intermediate stages
which is useful for building a detailed understanding of DAQ systems and DAQ related
systematics.

Some of these simulation methods are inspired by the Pulse Train Simulation by David
C Radford and the detector electronics simulation tool DRIPS by Sanshiro Enomoto.
For convenience the code is implemented in Python [Pyt] and sped up by relying on the
packages NumPy [Num] and SciPy.signal [Sci] where possible.
Several examples of simulation results are shown in the previous sections and the

following chapters. In particular, in chapter 6 the simulation is used for verifying dead
time and pileup models. As a reference, the simulation stages and algorithms are briefly
discussed in this section.

Waveform generation
Waveforms can be initialized by filling a blank trace with values corresponding to event
energies at given timestamps. Integrating this trace with a digital CR-filter results in a
series of tail pulses with a time constant τ according to the CR-Filter settings. Setting
τ = ∞ yields flat steps as is the case for active reset preamplifiers. A constant charge
deposition from leakage current can be added prior to the integration. For flat steps, this
results in a characteristic upward slope as discussed in section 5.1. Alternatively, the
waveform can be generated as a sum of sigmoid step functions for simulating non-zero
signal rise times.

Noise
Two options allow for the simulation of electronic noise. Current noise can be emulated
by adding fluctuations to the constant charge deposition due to leakage current. This
results in variations to the slope after integration by the digital CR-filter. Voltage noise
can be superimposed onto the integrated waveform by adding Gaussian random values.

Energy filter
In order to calculate the trace used for the extraction of pulse heights, the waveform is
processed by a trapezoidal filter of peaking time P and flattop time F . It is implemented
according to the transfer function from equation 5.2. Pole-zero compensation can be
activated by specifying the parameter β.
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Baseline restoration
A simple baseline restoration algorithm is implemented with a moving average filter
which is applied to the energy filter trace. If an event causes the energy filter trace to
jump above a given freeze threshold, compared to the baseline, the baseline is frozen
until the energy filter trace returns to the baseline.

Trigger
Event timestamps and energy readout positions are determined by a trigger. The simu-
lation includes the two trigger implementations mentioned in the previous section.

• Bipolar trigger (see figure 5.6):
A timing filter trace is generated by applying a second stage trapezoidal filter to
the energy filter trace. Peaking time p and flattop time f are set to half of the
values of the energy filter settings P and F . A downward zero-crossing at tzero and
an energy value above a given threshold at tzero− p− f are required for generating
a trigger timestamp. For each trigger timestamp the energy value is stored.

• Fast filter trigger (see figure 5.7):
A fast trapezoidal filter with peaking time p < P and flattop f < F is calculated
from the waveform in parallel to the energy filter. An upward threshold crossing
causes a trigger at ttrigger and the energy filter is read out at ttrigger + P + F/2.

Pileup rejection
If activated, basic pileup rejection based on trigger dead time is performed by calculating
time differences between trigger timestamps and comparing these to a set trigger dead
time τdead. If such a time difference falls below τdead, both events are rejected.
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CHAPTER 6

Rate dependent systematics

Most parts of the TRISTAN setup can be modeled as independent in relation to the
rate of β-electrons reaching the detector. For example, although the column density is
proportional to the activity and therefore the rate, for modeling systematic effects such
as source scattering only the particle densities are parameters of interest. The actual rate
of electrons exiting the source can be ignored. But for the detector and DAQ system, the
incident rate is crucial since high rates can cause wrong energy readings and event loss.
Simply put, if the rate of incident particles is high, a significant fraction of events will be
very close in time and cannot be resolved. They can be lost in dead time after a previous
event trigger, or be so close together that they cause pileup events with overlapping
signal pulses, leading to events with increased energy readout. Since TRISTAN operates
at rates of up to 105 cps per channel, rate dependent effects reach levels that can not be
neglected and must be considered as a contribution to the systematics.

This chapter covers three rate dependent systematics arising from data acquisition:
event losses due to dead time, tail pileup, and peak pileup. The discussion includes the
magnitude of the effects, how they may be corrected or mitigated, and the investigation
of modeling approaches. In the last section, these models are utilized to estimate the
impact of peak pileup on TRISTAN’s sensitivity for keV sterile neutrinos in the context
of a spectral fit approach.
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6.1 Overview
A fundamental assumption for the discussion of rate dependent effects is the randomness
of radioactive decays. Independent events which are distributed randomly in time are
called Poissonian, since the probability for a number n of events within a fixed time
interval ∆t is described by the Poisson distribution

PPoiss(n; r,∆t) = (r ·∆t)n
n! · e−r·∆t . (6.1)

Here, r is a constant rate and r∆t corresponds to the expectation value as well as the
variance of the distribution. For TRISTAN this assumption is presumably valid because
the source activity is kept stable and adiabatic transport and acceleration of β-electrons
in the magnetic and electric fields of transport and spectrometer section have no influence
on time differences between events. The Poisson distribution is closely related to the
distribution of waiting times between events, which is given by

f(∆t) = r · e−r·∆t . (6.2)

When f(∆t) is integrated over a time interval [τ,∞), it yields the probability for two
events being further apart than τ

P (∆t > τ) =
∫ ∞
τ

r · e−r·∆td∆t = e−r·τ . (6.3)

Since PPoiss(n = 0) = e−r·∆t, this result can be interpreted as the probability to observe
no event within the time frame between the events. This result is relevant, because it
translates to the magnitude of peak pileup events and event losses from dead time as
shown in the following.
Assuming a system with a timing trigger, that operates faster than the pulse shaper

for energy readout, the distribution of time differences can be split into three domains:

• ∆t < τmin:
If events are so close in time that the timing filter cannot distinguish them and
only triggers once, they will cause an unresolved peak pileup event. In the following,
this dead time of the timing filter is referred to as minimum resolution time and
labeled as τmin. Since the energy filter pulses are much wider than τmin they will
overlap and lead to an increased energy readout. However, the energy of the pileup
event is not necessarily the sum of both energies, which is demonstrated in section
6.4.2. The probability for two events to form one pileup event can be calculated by

Ppileup =
∫ τmin

0
f(∆t)d∆t = 1− e−r·τmin . (6.4)

Since pileup events themselves can fall into dead time of yet another event, this
probability has to be multiplied by the factor from equation 6.5 in order to determine
the number of recorded pileup events. This is shown in figure 6.2 for several τmin.
For triple, quadruple or higher orders of pileup, Ppileup can simply be raised to the
power n− 1, where n is the number of contributing events.
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• τmin < ∆t < τdead:
In this domain, events are sufficiently spaced for separate triggers by the timing
filter, but their pulses in the energy filter can still overlap. If read out, this causes
wrong event energies. So instead the pulse processor can discard the events, which
represents a form of pileup rejection. In the following, these events are referred to as
resolved peak pileup events and the length of the rejection window as trigger dead
time τdead. The latter must be at least as long as the peaking time for correct pulse
heights, but can also be longer depending on the specific readout implementation.
In the DANTE system it is set to τdead = P + F , where P and F are the peaking
and the flattop time of the energy filter.

• τdead < ∆t:
For time differences larger than the trigger dead time the event pulses do not
overlap, or at least not significantly, and the energies are acquired correctly. Since
each event can either be too close to the preceding or the following event, the
detection probability Pdet for an event to not fall into the trigger dead time is the
square of the result from equation 6.3

Pdet = (e−r·τdead)2 = e−r·2τdead . (6.5)

This equation suggests that a system, where both events are rejected if they are too
close, behaves like a system with an effective dead time τeff = 2τdead that extends
before and after an event.
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6.2 Dead time

Dead time usually refers to the time period after a detection system registers an event,
where the system regenerates and is incapable of registering a following event. In general,
the dead time period can be influenced by all parts of the electronic readout and data
acquisition chain. For example, the detector itself is limited by the charge collection time,
the ADC gives a lower bound on the time resolution through its sampling frequency, and
pulse shaping requires the signals to be at least a peaking time apart for proper event
detection. The latter is the dominant source of dead time because the peaking time is
naturally much larger than ADC sample spacing and charge collection time.
On another note, the detector and ADC dead times are true hardware limitations,

while the pulse processing dead time can be regarded as artificial. It depends on the
implemented algorithm and is chosen by the programmer in order to avoid pileup events.

Paralyzability
Logically, even events that occur during the trigger dead time of a preceding event need
to cause a dead time window of their own, since otherwise, the energy filter pulse can
overlap with yet another event. Through this extension of dead time, the system can be
completely paralyzed for extreme rates. Accordingly, this behavior is labeled paralyzable
or extendable dead time. Non-paralyzable systems or mixtures of both types do exist,
but they are irrelevant in the scope of this work. For further discussion see [UP18].

Recovery
For pulsed reset preamplifiers, an additional source of dead time has to be considered.
Although very short, each reset takes a certain amount of time. For the prototype setup
described in section 4.3 the reset causes a sharp downward step followed by a small
period where the voltage remains at ground level. The length of this inhibit pulse can
be tuned via the bias board. Afterward, the voltage begins to rise again and after some
stabilization, the system is ready for measuring events. In order to exclude the reset
region the pulse processor triggers a dead time called recovery period, here labeled τrec,
upon detecting a negative edge.

Live time correction
While the energy of events falling into dead time cannot be recovered, an estimation
of the true input count rate (ICR) is still possible by keeping track of the total dead
time tdead, or inversely the live time tlive, by counting the number of samples where the
channel is in a dead state. The ICR can then be calculated from the output count rate
(OCR), which is the number of accepted events divided by the total data taking time
ttotal.

ICR = OCR · tlive
ttotal

(6.6)

This correction method is crucial in an integral measurement mode, because the rate and
therefore the total dead time increases for lower retarding potentials.
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Dead time model
Since each event is equally likely to occur within dead time, the impact on a differential
spectrum measurement is simply an energy independent efficiency factor. This factor
can be measured by determining the live time as described above. For cross checks it
is useful to have an analytic model. In the case of an active reset preamplifier, there
are two independent contributions, namely the trigger dead time τdead and the recovery
period τrec. In the paralyzable case the total live time can be calculated by

tlive = (ttotal − nresets · τrec) · e−r·2τdead , (6.7)

where nresets is the number of resets as counted by the DPP. The first factor is simply
the time where there is no reset period and the second factor is the fraction of suffi-
ciently spaced events (see equation 6.5). Both contributions are multiplied since they are
independent. The dead time fraction is then

εDT = ttotal − tlive
ttotal

= 1− (1− nresets · τrec
ttotal

) · e−r·2τdead . (6.8)

In section 7.3.2 this model is compared to the dead time retrieved from the DANTE DPP.
It should be noted that noise triggers cause dead time as well, which is not included in
this model. Noise reduction plays a crucial role in decreasing the overall dead time.
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6.3 Tail pileup
Tail pileup is the effect of energy underestimation for pulses with an exponential tail when
pole-zero corrections are neglected. As already demonstrated in figure 5.4 pulses can be
severely distorted if the pulse tail time constant τ is on the scale of the peaking time P .
The main effect is a pulse undershoot which causes a mean downward baseline shift and
therefore a smaller energy readout if not corrected. For sufficiently large τ , much larger
than P , this effect is not as severe for single pulses. However, for high rates the pulses
add up and the baseline shift accumulates. This can lead to a significant underestimation
of event energies if the mean time difference between events ∆t = 1/r is smaller than
the pulse tail time constant (∆t < τ). The acquired spectrum is then shifted to lower
energies, where the magnitude depends on the peaking time P , the flattop time F , the
time constant τ , the mean event energy 〈E〉, and the rate r. An analytical model from
[Eno14] yields the mean shift

∆E = −〈E〉 · (P + F )/τ
exp( 1

rτ )− 1
. (6.9)

Figures 6.4 and 6.5 show the effect of tail pileup on the energy filter trace and spec-
trum acquisition. For this demonstration, a trace level simulation based on the methods
described in section 5.4 was performed. The pulses are generated with a time constant
τ = 100µs at a rate r = 2 · 105 cps with heights drawn from a Gaussian distribution
(µ = 1.0 and σ = 0.05). The trapezoidal energy filter is set to P = 1.12µs and F = 0.32µs
and a bipolar trigger, as shown in figure 5.6, is used for acquisition. The blue spectrum
in figure 6.5 shows how tail pileup shifts the spectrum to lower energies and it is in
good agreement with the prediction from equation 6.9. Furthermore, due to baseline
fluctuations the peak width slightly increases to a fit width of σ = 0.68.

Possible corrections for tail pileup include pole-zero correction and baseline restoration
which are shown as well. All three acquisitions are performed on the same simulated
waveform. For the baseline restoration method, a small shift remains, which is due to
the non-zero freeze threshold that is needed for the algorithm described in section 5.4.
The original FPD DAQ system lacks such a correction (see figure 3.11b), due to

technical reasons and because it is not necessary for the low rates during neutrino mass
runs. However, the capability for high rate measurements can be useful for calibration and
commissioning measurements. A current DAQ upgrade includes a baseline independent
bipolar energy readout from the second filter stage as a correction method.
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Figure 6.4: Excerpt of a trace level simulation demonstrating the baseline shift due to tail pileup
(blue line). The pole-zero corrected trace (orange line) and the restored baseline (green line)
are illustrated as well.
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Figure 6.5: Spectra from a trace level simulation with exponential pulse tails. The shifted peak
position (purple dashed line) indicates the prediction from equation 6.9. Applying pole-zero
cancellation or baseline restoration corrects for these effects.
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6.4 Peak pileup
In general, peak pileup occurs when the time between two events is smaller than the
peaking time of the energy filter (∆t < P ). The shaped pulses will then overlap to the
extent that they produce a single pulse. The height of this combined pulse is dependent
on the time difference and lies between the sum of both energies and the single energies.
In a spectrum measurement, peak pileup leads to a spectral component reaching up to
twice the maximum energy of the input energy spectrum. Depending on pileup rejection
and minimum energy of the input spectrum it may overlap with the main spectrum. Its
overall height depends on rate, trigger dead time, and the minimum resolution time. In
the following, this spectral component is referred to as pileup spectrum.

6.4.1 Minimum resolution time

For a trapezoidal threshold trigger, the minimum resolution time can be derived from a
geometric construction as shown in figure 6.6. Two successive pulses can only be detected
as separate if the trace between the pulses reaches the trigger threshold H for at least one
sample. The lowest intermediate trace point depends on the time difference ∆t between
events and rises if ∆t decreases. Hence, the criterion for ∆t = τmin is that this point
touches the threshold. The time period δt = P ·

(
1− H

E2

)
(for E2 < E1) is obtained from

simple geometry and introduces a threshold and energy dependence. For E2 > E1 the
picture is flipped and δt depends on E1 instead. In total, the derivation yields

τmin = F + P + δt = F + P ·
(

2− H

min(E1, E2)

)
. (6.10)

By taking the minimum of E1 and E2 both cases are considered. Since this argumentation
only holds true for well-shaped pulses, it’s validity is limited. Large signal rise times and
noise fluctuations deform the trapezoid and for small settings of P and F the pulse
may not even reach full height. Nonetheless, it is useful as an approximation and can be
compared to simulations and measurements.

A simple method for measuring the minimum resolution time is by determining the
fraction of unresolved pileup events when the true rate is known and the pileup spectrum
can be clearly separated from the main spectrum. The number of events in the pileup
spectrum compared to the total number of input events Nevt depends on the live time
fraction and the pileup probability from equation 6.4

Npileup
Nevt

= tlive
ttotal

·
(
1− e−r·τmin

)
. (6.11)

The live time fraction can be determined in-situ from the spectrum by replacing it with
the fraction of events in the main spectrum, since Nmain

Nevt
= tlive

ttotal
, which leads to

τmin = −1
r
· ln

(
1− Npileup

Nmain

)
. (6.12)

Inversely, knowledge of τmin enables the estimation of the height of the pileup spectrum
for any given input rate which can, for instance, be used as a constraint in a spectral fit.
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Figure 6.6: Geometric derivation of the minimum resolution time for a trapezoidal threshold
trigger. The drawing catches the exact time difference between events where the trace reaches
down to the trigger threshold H in between pulses.

6.4.2 Pileup energy

A natural assumption for the energy of a pileup event is that it is simply the sum of
both energies. While this is true in some cases, it is not in general. In figure 6.7 this is
demonstrated using trace simulations. Depending on the time ∆t between the events, the
pulses may only partially overlap and lead to a combined pulse of intermediate height.
Furthermore, the readout position likely does not coincide with the highest point of the
pileup pulse except for very small time differences. This example also shows how a fast
filter with slimmer pulses helps to detect such events for rejection. However, as soon as
these overlap as well, there will be pileup if no further pileup rejection mechanisms are
employed.

In figure 6.8 the same simulation is expanded to a full range of event time differences
and the event energy is acquired according to the fast filter trigger described in section
5.4. For ∆t less than half the energy filter flattop F the pulse height is the sum of both
event energies. For larger ∆t the acquired energy gets lower and linearly transitions to
the energy of the separate event as soon as the second pulse no longer overlaps with the
readout position P+F/2. Furthermore, the simulation reveals the point where the system
is able to separate both events allowing for pileup rejection. The minimum resolution
time coincides well with the expectation from equation 6.10, however, the agreement
worsens slightly for larger signal rise times as shown in figure 6.8b. For correct energy
readout of both events, the trigger dead time τdead must be chosen to be larger than at
least P + F/2. In the DANTE DPP, it is set to τdead = P + F which allows for some
leniency for late triggers and larger rise times.

Ideally, a pileup event readout should always yield the sum of both energies, which
allows for much easier modeling of the pileup spectrum. This can be achieved in two ways.
One is to increase the flattop of the energy filter in order to increase the flat section for
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(b) ∆t = P + 2F
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(d) ∆t = F/3 < τmin

Figure 6.7: Trace level simulation for demonstrating pileup. A step waveform for two events is
generated for several time differences ∆t and shaped by a fast filter for triggering and a slower
filter for energy readout.

low ∆t. On the downside, this will also increase the dead time. Another possibility is
to decrease the minimum resolution time, which has the added benefit of lowering the
number of pileup events overall. Naturally, it can be lowered by decreasing peaking and
flattop time of the fast filter. However, the minimal peaking time is limited by the noise
level, since voltage fluctuations can then more easily cause a trigger. A certain flattop is
necessary in order to account for the signal rise time, because for very low flattops the
fast filter pulse is less likely to reach the trigger threshold. It should also be noted that
the pileup energy can already start to drop below ∆ = F/2 for larger signal rise times
as shown in figure 6.8b, so it is not always sufficient to lower τmin below this threshold.

A more sophisticated method of decreasing the resolution time is pulse shape analysis
of the fast filter pulse. One metric is, for example, the area under the fast filter pulse
which can be much larger for pileup events compared to regular events in the case of a
partial pulse overlap. By estimating the area for a regular pulse, pileup pulses can be
rejected for values that are too high. The area is correlated to the effective rise time of
the combined pulse and this method is therefore labeled maximum rise time rejection.
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Figure 6.8: Energy readout for pileup events from a trace level simulation. Two pulses with
heights E1 = 2 and E2 = 3 are generated for each time difference ∆t and a fast filter threshold
trigger and readout algorithm is applied. The red line represents the geometric minimum
resolution time as given by equation 6.10.
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6.4.3 Modeling the pileup spectrum

For building an understanding of pileup on the FPGA level, the trace simulation is a very
useful tool. However, an analytical description of the pileup spectrum is desirable as well,
because it can easily be used for fitting data with significantly less computational effort.
This analytic model is comparatively simple if τmin is sufficiently low for guaranteeing
that the pileup energy of two events is given by

Epileup = E1 + E2 . (6.13)

Since every energy of the input spectrum dΓ
dE can pile up with any other energy, Epileup is

generally a sum of two random numbers with dΓ
dE being their probability density function.

The pileup spectrum can therefore be expressed as a convolution of the spectrum with
itself: ( dΓ

dE

)
pileup

=
∫ dΓ

dE (E − ε) · dΓ
dE (E) dε . (6.14)

This is demonstrated in figure 6.9 for the simulation of a flat input spectrum reaching
from Emin = 0.5 to Emax = 1.0. As long as equation 6.13 holds true, the pileup spectrum
corresponding to double pileup reaches from 2Emin to 2Emax. Therefore, in this example
the pileup spectrum and the main spectrum are well separated. As input 106 events
were simulated and read out with the fast filter trigger described in section 5.4, and the
detected events are binned in 200 energy intervals. For the expectation the flat input
spectrum is convoluted with itself for the pileup spectrum, and the pileup spectrum itself
is convoluted with the input once again for the triple pileup spectrum. These functions are
then scaled to the expected number of events resulting from pileup probability (equation
6.4) and detection probability (equation 6.5). Integration over an energy interval leads
to the expected number of events in the respective bin i

Ni,exp = Ni,main +Ni,pileup +Ni,triple , (6.15)

where

Ni,main = Nevt e
−2rτdead

∫
bin i

dE
( dΓ

dE

)
input

, (6.16)

Ni,pileup = Nevt e
−2rτdead (1− e−rτmin)

∫
bin i

dE
( dΓ

dE

)
pileup

, (6.17)

Ni,triple = Nevt e
−2rτdead (1− e−rτmin)2

∫
bin i

dE
( dΓ

dE

)
triple

. (6.18)

Here, τdead is the sum of energy filter peaking and flattop time. τmin is calculated according
to the geometric formula 6.10 for the mean input energy 〈E〉 = 0.75. Taking the mean is
not necessarily correct because each pileup energy can be composed of different sets of
input energies which would reflect in the energy dependence of τmin. Still, for the purpose
of this demonstration this approximation works well and results in good agreement
between convolution and simulation even without fitting any parameters. A larger dataset
may however reveal more tensions and the influence of quadruple pileup.
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6.4 Peak pileup

Table 6.1: Simulation and convolution parameters for figure 6.9.

General parameters Filter settings
Events 106 Energy filter P 0.96µs
Rate 105 cps Energy filter F 0.96µs
Sample spacing 8 ns Fast filter p 0.20µs
Threshold 0.1 Fast filter f 0.08µs
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Figure 6.9: Comparison of trace level simulation and convolution approach with residuals
normalized to the standard deviation from the square root of expected events. The analytical
expectation is not fit. Nonetheless, it is in good agreement with the simulation at χ2/ndf =
152.6/160 = 0.954.
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6.5 Impact on keV sterile neutrino sensitivity

Using the models from this chapter it is possible to estimate the impact of pileup on
TRISTAN’s sensitivity for keV sterile neutrinos. For this study, tail pileup is neglected
because it can be corrected as demonstrated in section 6.3. Furthermore, it is not a
concern for the prototype detector setup which relies on an active reset preamplifier with
DC-coupling and is therefore tail pileup free. However, dead time and particularly peak
pileup need consideration.
Dead time reduces the detected rate resulting in an overall loss of statistics which

translates to a reduction of sensitivity. Due to its rate dependence, it can provide an
argument for rate optimization as shown in figure 6.3.

Peak pileup poses a challenge since it causes an additional spectral component which
can overlap with the tritium spectrum. The pileup spectrum can hide a potential kink
caused by a sterile neutrino in the low statistics region near the endpoint. In addition,
the overlap causes a kink of its own which may interfere with the kink search of the model
independent wavelet analysis approach (see section 4.1). With an expected magnitude of
roughly 1 %, as shown in figure 6.2, pileup cannot be neglected in a spectral fit. In order
to achieve a good χ2-value, pileup needs to be considered in the model, for example with
the convolution approach or a Monte Carlo simulation.

For the purpose of this study, pileup is described with the method from the previous
section and put into the context of the spectral fit approach mentioned in section 4.1. The
procedure is based on the investigations from [Mer15a; Dol16] and relies on determining
a χ2-value for testing sterile mixing hypotheses. A dataset without a sterile neutrino
is generated from the theoretical, differential tritium spectrum and compared to a null
hypothesis which is the expectation for a given sterile mass ms and mixing amplitude
sin2 θ.
The data is binned in 0.2 keV energy intervals ranging from 0 keV to 60 keV. A large

upper bound is required to account for pileup and to allow for simulating the influence of
the post acceleration potential which shifts the spectrum to higher energies. The χ2-value
is calculated according to

χ2 =
∑
ij

(N i
obs −N i

exp(ms, θ))V −1
ij (N j

obs −N
j
exp(ms, θ)) , (6.19)

where N i
obs is the “observed” number of events in bin i without sterile neutrino and

N i
exp(ms, θ) is the expectation for a given mixing scenario. V −1

ij represents the inverse
covariance matrix containing statistical errors and bin-to-bin correlations from systematic
effects.

Following the procedure described in section 6.4.3 N i
obs and N i

exp are are taken as a
sum of the main spectrum and the pileup spectrum

N i = N i
main +N i

pileup . (6.20)
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Triple pileup is neglected, since its contribution is roughly two orders of magnitude lower
than the contribution from double pileup. N i

main and N i
main are again given by

N i
main = Nevt e

−2τdeadr/npix

∫
bin i

dE
( dΓ

dE

)
input

, (6.21)

N i
pileup = Nevt e

−2τdeadr/npix (1− e−τminr/npix)
∫

bin i
dE

( dΓ
dE

)
pileup

. (6.22)

Several parameters are chosen and their values are listed in table 6.2. Nevt denotes the
total number of events given by total rate r = 108 cps multiplied with a measurement
time of three years. Since the β-electron flux is distributed over all detector pixels, the
rate entering detection and pileup probabilities is divided by the number of pixels npix.

For N i
exp the input spectrum is taken as a sum of active and sterile contributions and

normalized to unity after addition. This ensures that the total number of events for mixing
and no mixing are equal. In practice, the normalization would be fit alongside a multitude
of other parameters such as the endpoint, background rate, and nuisance parameters.
However, since this approach is simplified the fit can be avoided with proper normalization.
In order to reduce computation time, the pileup spectrum is only calculated once for the
case of no mixing, because variations resulting from the sterile contribution are negligible
for small sin2 θ.

With the covariance matrix approach statistical and systematical uncertainties, such
as pileup in this study, can be calculated as separate contributions and combined via
addition

V = Vstat + Vpileup . (6.23)
The statistical error is taken as the square root of observed events in bin i leading to a
diagonal matrix

V ii
stat = N i

obs . (6.24)
Vpileup, on the other hand, introduces off-diagonal elements as well. These describe bin-

to-bin correlations stemming from uncertainties in the description of the pileup spectrum.
For expressing these uncertainties, several parameters determining position and height of
the pileup spectrum are varied around their mean value for 1000 toy pileup spectra. This
includes variations of τmin and r, to account for calibration uncertainty and limited rate
stability. Both have an influence on the height of the pileup spectrum. Two additional
parameters are introduced in order to emulate uncertainties in the determination of
pileup energies. An energy offset ∆E slightly shifts, and an energy scaling factor SE
stretches the pileup spectrum in E-direction. An error on the pileup energy measurement
is mainly motivated by the underestimation of pileup energy as discussed in section 6.4.2.
For instance, underestimation can occur if the minimum resolution time is too high or
if the signal rise time is very large (see fig. 6.8b). A conceivable energy dependence of
τmin is, however, neglected. The magnitudes of parameter variation are noted in table
6.2 as well. To ensure convergence of the covariance matrix a sufficient number of toy
datasets is necessary. n = 1000 is chosen because it is computationally manageable and
a comparison with matrices from n = 100 toy datasets shows no noticeable differences.
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Table 6.2: Parameters used for sensitivity calculation and their variations for estimating the
pileup covariance matrix.

Parameter Variable Value Variation
Rate r 108 cps 1 %
Measurement time tmeas 3 y -
Number of events Nevt ≈ 9.5 · 1015 -
Number of pixels npix 3486 -
Trigger dead time τdead 1µs -
Minimum resolution time τmin 200 ns 5 %
Post acceleration EPAE 0− 20 keV -
Pileup energy shift ∆E 0 keV 0.2 keV
Pileup energy scale SE 1 1 %
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Figure 6.10: The tritium spectrum and its pileup spectrum from convolution. The spectrum is
shifted in E-direction with a post acceleration setting EPAE = 10 keV, as a consequence the
pileup spectrum is shifted by double this amount. Red arrows illustrate the variations applied
to the pileup spectrum for estimating the covariance matrix.
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Following the procedure described in [Sta], the covariance matrix can be estimated
from the n = 1000 toy datasets in accordance with the covariance estimator

Vij = 1
n

n∑
k=1

(N i
k −N i) · (N j

k −N j) . (6.25)

Here N i
k refers to the number of events in bin i for dataset k and N i is the mean number

of events in bin i averaged over all datasets.

With all parts of the χ2 from equation 6.19 incorporated, a scan of a 50× 50 grid of
the (ms, sin2 θ)-parameter space is performed. By requiring χ2 > 4.61, a 90 % confidence
level exclusion contour is obtained.
Figure 6.12 shows the resulting sensitivity based on the parameter choice given in

table 6.2. For comparison, the sensitivity is also computed for the case of only statistical
errors contributing to the covariance. It yields that by including pileup, the sensitivity
is slightly reduced over the full range of sterile masses when no post acceleration is
applied. It may be noted that the parameters τmin, ∆E, SE , and their variations are
chosen rather conservatively. Furthermore, the introduction of the pileup energy shift and
the scaling factor is arbitrary and might not represent the real impact of faulty pileup
energy estimation. In the future, a more detailed and complete pileup model, which
depends solely on physical parameters, could be used and the parameter values and their
variations can be constrained with calibration measurements.

The calculation is repeated for two post acceleration settings EPAE = 10 keV and
EPAE = 20 keV. The corresponding curves are also shown in figure 6.12. By activating
post acceleration the tritium spectrum is shifted to higher energies and since the pileup
energy is modeled as the sum from two separate events, the pileup spectrum is shifted by
twice the amount. Effectively, the pileup spectrum is shifted out of the tritium spectrum
and sensitivity is recovered. For low post acceleration settings, the overlap of tritium and
pileup spectrum is limited to energies near the endpoint which corresponds to sensitivity
loss for low sterile masses while sensitivity for high masses is unaffected. If the post
acceleration energy is larger than the endpoint energy E0 = 18.6 keV, pileup spectrum
and tritium spectrum are fully separated.

As a conclusion, post acceleration can be a powerful tool for mitigating pileup. However,
this method is based on the correct estimation of pileup energies which requires a very low
minimum resolution time achieved through pileup rejection mechanisms. Furthermore,
the input spectrum used in this study is idealized. The effectiveness of shifting pileup out
of the tritium spectrum is compromised by the spectral shape when other systematics
are considered. Energy loss in the detector entrance window and backscattering cause
a low energetic tail which also contributes to pileup events. This tail reaches down to
the detection threshold independent of the post acceleration setting, so some level of
pileup overlap is unavoidable. In addition to pileup, the post acceleration influences
other systematics as well. This includes the energy resolution, which worsens for higher
energies, and ADC-nonlinearities [Dol17], which favor high post acceleration settings. So
the final value of the post acceleration needs to be optimized with all relevant systematics
in mind.
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Figure 6.11: Representation of the covariance matrices. The covariance describing statistics is
diagonal whereas the pileup covariance matrix has both diagonal and off-diagonal elements.
For this calculation the post acceleration is set to EPAE = 10 keV which results in a shift of
the pileup spectrum and corresponding matrix elements to above 2EPAE = 20 keV.
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Figure 6.12: Estimated 90% confidence level contours demonstrating the effect of peak pileup
on TRISTAN’s sensitivity for keV sterile neutrinos. When post acceleration is activated, the
pileup spectrum is shifted out of the tritium spectrum and sensitivity is recovered.

68



CHAPTER 7

Characterization of the
DANTE digital pulse processor

The 7-pixel prototype TRISTAN detector is mainly used in conjunction with the 8-
channel DANTE Box by XGLab [XGLb]. It is constructed as a daisy chain of eight
DPP_4552 boards which are designed for use with pulsed reset type preamplifiers such
as the CUBE ASIC [XGLc]. The information presented in this chapter is based on the
hardware manual revision 2.2, detector emulator characterization measurements and all
measurement results are in reference to firmware version 321.276.3633.

The goal of this chapter is the characterization of the DANTE DPP with regard to
high rate behavior. The tests concern the determination of minimum resolution time for
pileup detection, rate measurement accuracy, maximum rise time rejection efficiency, as
well as a cross check of the dead time implementation for various parameter settings.

For these measurements a digital detector emulator, the DT5810B by CAEN [CAE],
is used. It can generate waveforms similar to those from the amplified SDD signal with
either fixed pulse heights or variable pulse heights drawn from spectra. The rate can be
set to constant or random event intervals in a large range of rates up to 30 Mcps, which
makes it well suited for this study. Unfortunately, in pulsed reset mode it is not able
to generate a slope for emulating leakage current and variations to the signal rise time
are not possible either. Therefore, the prototype setup waveform cannot be replicated
exactly. In order to keep this chapter concise, a detailed description of the emulator is
omitted. For more information the manual is available at [CAE].

69



Characterization of the DANTE digital pulse processor

7.1 General description

Each pulse processor board is equipped with a 16-bit ADC running at 125 MS/s for
digitization of the DC-coupled preamplifier waveform at an 8 ns sample spacing. An
FPGA on the board performs digital filtering for pulse shaping and employs a trigger
and readout algorithm for acquiring event energies and timestamps. The general principles
of these methods are discussed in chapter 5. While this chapter provides a deeper insight
into the logic applied in the DANTE FPGA, figure 7.1 shows a simplified schematic of
the filter and readout structure.
Connection to a PC is established either via USB or Ethernet. It is used for data

transfer and firmware updates, as well as the configuration of the digital filters and other
parameters. The graphical user interface for operating the DANTE Box offers four main
modes of data acquisition:

• List mode: Acquires event energies and timestamps.

• Spectrum mode: Measured event energies are binned in a histogram and event
timestamps are not recorded resulting in a significant reduction of output data size.

• Waveform: The unfiltered, digitized input waveform is acquired for a set length
of time.

• Listwave mode: Event energies and timestamps are acquired and for each event,
a snippet of the waveform is recorded.

All modes also provide additional logging output. Among many variables, this includes
filter settings, live time and dead time, output count rate, estimated input count rate
and detected number of preamplifier resets.

ADC

Fast filter

Energy filter

Trigger

Energy
readout

Pileup
rejection

Trapezoidal
filtering

Threshold

Figure 7.1: Schematic of the DANTE filter and readout structure.
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7.1 General description

In the current firmware ten parameters are required for configuring the DPP boards:

• trigger threshold,

• fast filter peaking and flattop time,

• energy filter peaking and flattop time,

• recovery period length after reset detection,

• baseline samples for baseline restoration,

• maximum rise time for improved pileup rejection,

• zero peak rate for acquisition of baseline points as a calibration reference, and

• digital gain for adjusting bin edges in spectrum mode.

Except for digital gain and zero peak rate, all parameters require optimization. The
trigger threshold determines the detection threshold, but a sufficiently high threshold
is necessary in order to avoid noise triggers which cause dead time. Increasing the fast
filter peaking time also helps with noise trigger reduction and its flattop can account
for the signal rise time. As discussed in section 6.4.1, all three of these parameters are
connected to the minimum resolution time which favors lower fast filter settings.
The energy filter peaking time can be optimized in regard to the overall energy res-

olution. A flattop is again required to account for signal rise time and a low flattop is
preferable for the reduction of trigger dead time. However, as demonstrated in section
6.4.2 it can be increased to ensure a better estimation of pileup energy.

The recovery needs to be long enough to avoid faulty event triggers due to features in
the signal waveform during resets and can easily be chosen by inspecting the waveform.
In regards to baseline restoration, the manual recommends choosing a number of

baseline samples close to the energy filter peaking time. Specifics about the baseline
restoration algorithm are unfortunately undisclosed by the manufacturer.
For improved pileup rejection, the DANTE DPP offers a maximum rise time setting.

Pileup events exhibit a longer effective rise time, so by rejecting those events above the
maximum rise time threshold, a significant amount of pileup can be avoided in addition
to the rejection through trigger dead time. For an explanation of the latter see chapter 6.
The maximum rise time setting effectively reduces the minimum resolution time, but if
chosen too low it can reject regular events as well. Correct and false positive rejections
are studied in section 7.3.4 of this chapter.
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7.2 Reset event loss
As discussed chapter 6, relying on active reset preamplifiers introduces another source
of dead time, next to trigger dead time, for covering the recovery period after a reset.
This alone is not enough to account for event loss caused by resets, because it does
not incorporate events that trigger a reset. This effect is schematically demonstrated
in figure 7.2. The events that push the voltage over the reset threshold happen before
the recovery dead time is initiated so they are not corrected for by live time correction.
Unfortunately, they cannot be registered as regular events either, since the reset happens
virtually instantaneously after the threshold is crossed, leaving no room for proper event
detection. Furthermore, it has to be considered that resets can be initiated due to the
ramp slope as well. With the assumption of a constant leakage current the number of
resets Nr can be estimated by dividing the total accumulated voltage from leakage and
events by the ramp height Uramp:

Nr = t

Uramp

((dU
dt

)
leak

+ 〈Uevt〉 · r
)
. (7.1)

Here, 〈Uevt〉 is the mean voltage generated per event,
(

dU
dt

)
leak

the slope due to leakage
current, r the true rate and t the measurement time. According to this model the fraction
of resets involving an event loss is rate dependent, which is shown in figure 7.3. However,
when normalized to the total number of events Nevt = rt, it reveals that the relative
event loss only depends on the fraction of event step height and ramp amplitude:

Nr,evt
Nr

= 〈Uevt〉
Uramp

. (7.2)

This equation can be applied for correction of the estimated input count rate, which
could be useful for integral spectrum measurements.
In the case of detector emulator measurements, reset event losses are much more

pronounced. Since the emulator is incapable of generating the leakage slope, every reset
causes an event loss. The estimated rate can then simply be corrected by adding the
number of resets to the event count, which is demonstrated in section 7.3.1.

For differential spectrum acquisitions it has to be considered that higher energetic
events are more likely to cause a reset resulting in an energy dependent efficiency. This
is shown in figure 7.4 with the emulation of a flat spectrum. Generalizing equation 7.2
leads to the efficiency

εreset = 1− Uevt(E)
Uramp

, (7.3)

which can be used for correction.

These correction methods apply to single channel measurements. In the case of 7-
channel measurements with the full prototype setup, it has to be considered that all
channels are reset simultaneously as soon as one of them reaches the threshold. Therefore,
in multichannel operation reset event loss can be expected to be less severe.
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Figure 7.2: Example for the loss of an event that triggers a preamplifier reset. If a reset is caused
by the leakage current slope instead, no event is lost.
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reset event losses. In order to avoid pileup,
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Higher event energies are more likely to
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ciency given in equation 7.3 corrects for
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7.3 Emulator measurements
This section summarizes several emulator measurements that were conducted in order
to evaluate the high rate behavior of the DANTE DPP.

7.3.1 Rate estimation

For each measurement, the DANTE DPP provides the output count rate (OCR) and
an estimate of the input count rate (ICR). The OCR is calculated from the number of
accepted events divided by measurement time and the ICR is obtained according to the
live time correction explained in section 6.2. The detector emulator is well suited for
checking the performance of these estimations, because it generates signals at stable and
precise rates. For this measurement, a monoenergetic line spectrum is emulated with
rates in the range of 102 − 106 cps. The resulting OCRs and ICRs are shown in figure
7.5a. Upon closer inspection, the ICR slightly underestimates the true rate by a constant,
relative shift as demonstrated in figure 7.5b. Applying the reset event correction from
section 7.2 corrects for this shift. For extreme rates above 105 cps the rate drops even
further, however, this is not explained by reset event loss.

7.3.2 Dead time cross check

Several emulation measurements are conducted in order to cross check the analytic dead
time model from section 6.2.

First, a list mode measurement of a monoenergetic spectrum with 105 cps is performed
for verifying that the minimal time difference between events is never smaller than the
expected trigger dead time τdead = P +F , where P is the peaking time and F the flattop
of the energy filter. For this measurement P = 0.8µs and F = 0.128µs are chosen. The
histogram of time differences in figure 7.6 confirms that no accepted event time difference
is shorter than τdead.
In a second step, the dead time output of the DANTE DPP is compared to the

expectation from equation 6.8. Again, a line spectrum is emulated and multiple spectra
are acquired for different settings of the parameters of interest that are present in the
expectation formula. Namely, these are the energy filter peaking time and flattop time,
recovery length and rate. Figure 7.7 shows the results and demonstrates that measurement
and expectation match well.
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Figure 7.5: Rate detection performance of the DANTE DPP as measured from emulated line
spectra at different rates.
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Figure 7.7: Cross check of the dead time model from equation 6.8. The measured dead times
(blue dots) match the expectation (orange lines) very well.

7.3.3 Minimum resolution time

The minimum resolution time τmin of the DANTE trigger can be inferred from the
fraction of unresolved pileup events following the procedure outlined in section 6.4.1. A
measurement of this property is useful for predicting the amount of pileup at any given
rate. For this purpose, a line spectrum is emulated at sufficiently high energy for proper
separation of the main peak and the pileup spectrum, even if the pileup energy can be
significantly underestimated for large τmin. Since the rate is precisely known from the
emulation setting r = 105 cps, the minimum resolution time can be calculated by

τmin = −1
r
· ln

(
1− Npileup

Nmain

)
. (7.4)

This is done for a range of fast filter peaking time and flattop settings. In figure 7.8 the
results are compared to the expectation from the geometric formula from equation 6.10.
Measurement and expectation are in agreement, however there is some tension for low
peaking times. This is clearly apparent in figure 7.8b, where the peaking time was fixed
at one 8 ns sample.
Overall, with fast filter settings less than ≈ 100 ns, which is well within the realm of

realistic operation parameters for room temperature conditions, resolution times below
200 ns are achievable. With good noise reduction τmin < 100 ns seems realistic even
without further pileup rejection mechanisms.
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Figure 7.8: Measurement of the minimum resolution time for several fast filter settings (blue
dots) with a comparison to the expectation from equation 6.10 (orange line).

7.3.4 Maximum rise time rejection efficiency

Pileup rejection can be significantly improved by enabling the maximum rise time setting.
If enabled the DPP analyzes the shape of the fast filter pulse and determines an estimated
rise time. If this value is larger than a specified setting, the event is rejected. Since pileup
events exhibit an effectively larger rise time than regular events, they are primarily
discarded. However, occasionally regular events can falsely be tagged as pileup, especially
for low rejection settings.
In this measurement, both correct and incorrect rejection efficiencies are determined

in the simple case of a monoenergetic spectrum. The spectrum is emulated at a rate of
105 cps for different maximum rise time settings and once with it disabled. Correct and
incorrect rejection efficiencies are calculated from the number of events in pileup and
main peak compared to the case of no rejection

εtrue = 1− Npileup
Npileup,off

and εfalse = 1− Nmain
Nmain,off

. (7.5)

The results are shown in figure 7.9 which demonstrates that up to ≈ 90 % of pileup events
can be rejected without removing events from the main spectrum. But it should be noted
that this measurement is performed under idealized conditions and for a real measurement
the performance may differ significantly. Firstly, the rise time of the emulated pulses is
presumably very uniform. Rise times from a real detector signal may fluctuate more, due
to different drift paths in the SDD, which would lead to more false-positive rejections.
Secondly, if maximum rise time rejection is used it should be investigated whether it
introduces other systematic effects such as an energy dependence. Lastly, the estimated
rise time value is not an output variable due to throughput limitations. And since the
specific implementation is unknown it is unclear how well the estimate represents the
true rise time.
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fraction of false positive rejection of regular events. Calculated from emulated the line spectra.
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CHAPTER 8

Conclusion

The KATRIN apparatus, and in particular its high luminosity β-electron source, offer a
unique opportunity to go beyond the neutrino mass measurement and expand the physics
program to search for signatures of keV sterile neutrinos. With a precise measurement
of the differential tritium spectrum, the TRISTAN project aims to reach a sensitivity
to sterile mixing amplitudes of sin2 θ < 10−6. In order to achieve this goal, an excellent
intrinsic energy resolution and capability of handling count rates on the order of 108 cps
are fundamental requirements for the detector system. This necessitates an upgrade of
the detector system, where the high rate requirement mainly concerns the number of
detector pixels and the data acquisition system.

While the DAQ for TRISTAN is not yet finalized, the current prototype detector system
is utilized to investigate rate dependent systematics as a pilot study. For this purpose,
the DAQ system DANTE, the main system used for acquisitions with the prototype
detector, is characterized with regard to its high rate capabilities. A detector emulator is
employed for studying peak pileup and the associated minimum resolution time, as well
as dead time and its connection to input rate estimation.
The DANTE system provides two-fold pileup rejection through the combination of a

fast trigger and maximum rise time rejection. The measurements show that sufficiently
low resolution times can be achieved to limit the fraction of pileup events to below 1%
at TRISTAN’s design rate of 105 cps per pixel. In terms of rate determination accuracy,
the default input count rate estimation from live time correction is slightly off, as it does
not account for preamplifier event reset losses. A correction method is proposed which
enables a more reliable rate acquisition up to 105 cps.
In addition to these measurement results, this work focuses on exploring the details

of rate dependent systematics on a more general level, allowing for application to other
systems. Modeling and correction approaches for dead time, tail pileup, and peak pileup
are discussed and checked with a trace level simulation software that was developed in
the course of this investigation. Furthermore, the dead time and minimum resolution
time models are successfully tested with the DANTE system and the detector emulator.

A key result in regard to pileup is the determination of pileup event energy and how
faulty pileup energies can be avoided. For modeling of the pileup spectrum, a convolution
approach is proposed, which is successfully verified with a trace level simulation to a
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high degree of accuracy. This convolution model is then utilized to estimate the impact
of pileup on the final sensitivity of the TRISTAN project. The study yields a sensitivity
reduction over the entire probed sterile neutrino mass range and a reduction factor of
∼ 0.5 in the central mass region.

Furthermore, this investigation demonstrates that the impact of pileup can be mitigated
by using post acceleration to separate the pileup spectrum from the tritium spectrum.
This recovers almost all sensitivity if the post acceleration energy is higher than the
tritium endpoint energy. The effectiveness of this method is compromised by effects that
extend the pileup spectrum to lower energies. These include energy loss in the detector
entrance window, backscattering, and the underestimation of pileup energies when no,
or insufficient, pileup rejection mechanisms are employed.
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